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SERIOUS COMMENTS ON
AMENDED BASIC

| enjoyed the humaor that Rabert Bass
used in his Languages Forum on “A-
mended BASIC" (April 1979 BYTE,
page 238). Mast of his suggested addi-
tions to the BASIC language were of the
April Fool's Day variety; however, his
FORGET statement, though included in
jest, does have some merit.

Frequently, the programs | write
have hard-to-find bugs in them. These
programs may have long printouts of
instructions on how to use them. How-
ever, when debugging programs, i1 s
irritating to have ta wait for all of these
printouls bhelore the program really
starts, | wusually change all of those
PRINT statements inta comments by
inserting 2 REM befare them, A FORGET
statement, however, would be far more
convenient. The programmer could in-
viude astatementiike FORGET 100-210,
320, 400-460 at the beginning, and then
run the program. The BASIC will treat
the statements listed in the FORGET
statement as remarks. When you are
finished debugging the program, remave
the FORGET statemen!, or change it
into a remark. In this way, you need to
change only one statement in vour pro-
gram, instead of numerous statements
as in our current BASIC,

Another suggestion ! would like to
see implemented in BASIC is a variation
of the RESTORE statement. Presently
the RESTORE statement sets the DATA
pointer 1o the start of the fist of DATA.
However, sometimes it js convenient to
have the pointer set at a different point. |
supgest that a statement of the form
“RESTORE 300" be implemented, This
would set the DATA pointer to the first
set of DATA at or follawing line 300.
A varialion of this might be "ON K
RESTORE 300, 310,320." This stale-
ment would be analogous to the “ON K
GOTC 300, 400, 500" statement,
Both wersions would altow immediate
access o DATA. AT present you must
RESTORE the pointer to the beginning
of the DATA, and then use dummy
variables to READ to the DATA you
actually want.

James L Boettler

Director of the Computer Laboratory
Claflin College

Crangeburg 5C 291135

SQUISH BUGS

Regarding the April 1979 editorial
zhout opperaling systems with bombed
file systems:

First, we note that the UCSD file sys-
tem, RT-11 for the PDP-11, and many

other disk operating systems require
periodic squishes to manage a disk. This
is a foolhardy stunt as, in your case, one
bad disk seclor can prevent the entire
squish from working. | fee! thal people
who build and propagate file systems
like this [without sven any attempt to
skip bad sectors!) are irresponsible.

it shows the need for better error
recavery or a scheme which prevents the
need far squish altogether, such as
dynamic file space allocations {eg:
CP/M).

Secondly, your need to write your
awn recovery program indicated a need
for such a recovery program to came as
a standard operating system  utility.
Disasters happen; the need is real.

To my knowiedge, Matorocla MDOS
and Saftware Dynamic’s SDOS (for the
6800) are the only microcomputer
operating systems that provide both
dynamic file allocation and disaster
recovery programs,

The industry needs more systems fike
these.

Ira Baxter

Software Dynamics
2111 W Crescent Suite G
Anaheim CA 92801

A FASTER MAILING LIST

In reference te Themas E Dayle’s
article, *A Computerized Mailing List,"
{January 1979 BYTE, page 84} a few
modifications might be helpful, particu-
larly, as he expresses some concern on
saving time in the discussion of Pro-
gram 6.

Program 7 is the main concern of
this letter. After the program locates
the desired record to eliminate, it
performs, in ¢losing up the gap, what
is commonly called garbage colfection.
It would appear to be mare desirable
to flag that record as an unused record
and not perform garbage collection
every time. Twa possible ways to do
this are: a special (in Mr. Dovle’s appli-
cation) call sign which is recognized as
a null record; or add an  additional
variable to the list for each record.
This additional variable could be easily
used to indicate a variety of meanings
for the remaining data on the record
besides a null record. Then Programs 2
and 3 could be selective.

With the sddition of this variable, &}l
the other programs would have 1o be
modified to take inte account the
change in the structure of the file. The
disk file could be viewed as a collection
of one or more sets of records, each set
being zero or more consecutive records
of good data, and ending with one null
record. Program 1, having initialized the
file, would then write one null record
hefore ending. Program & would only
search up Lo the first null record after
the point of insertion (a2 null record
must still exist at the end of the file, for
Program 4 as well). Program 3 (to be

Text continuved an page 98
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Computers and Eclipses

by Carl Heimers

The idea occurred last fall. An innocuous advertisement appeared in
Smithsonian Magazine, trumpeting an exciting adventure called “Eclipse Over
Big Sky” which would take place in February 1979 at the Big Sky ski resort
in the southwestern part of Montana, near Yellowstone Park in Wyoming.
Naturally, | sent away for the information advertised.

After receiving the literature, | made up my mind that a total solar eclipse
was worth seeing, especially if it was to be the last one on continental North
America for some forty years. So, | sent in my deposit and made plans to
attend. It turned out (as | found when | arrived) that this expedition was one
of a series of such expeditions organized by sociologist and eclipse buff
Dr Phil Sigler of New York City. These expeditions had attended every total
solar eclipse for the past eight or ten years. Using the latest in modern tech-
niques, including reference to weather satellite data, they had found a neces-
sary hole in the clouds at the right time in eight out of nine cases prior to
this eclipse.

Previous expeditions had used cruise ships on the open ocean in order to
implement the concept of “mobility” pioneered by Dr Ed Brooks of Boston
University, the weather adviser for the operation. In order to utilize the same
concept for the 1979 eclipse, some form of land mobility was required. An
initial attempt to take advantage of an Amtrak route which paralleled the
eclipse path was apparently squelched by the usual bureaucratic catch-22:
“Sure you can rent the track, but we can't supply you with a train.” Thus,
mobility was achieved through the services of the Yellowstone Bus Company
and a procession of 15 large buses. At 2 AM on eclipse day, this procession
left the hotel for a six hour trip to central Montana, just west of a town called
Roundup.

Taking pictures of a transient, two minute phenomenon is one of the goals
of an eclipse expedition; the other goal being to simply watch this phenom-
enon with the naked eye or through a suitable telescope. When | say “naked
eye,” | mean it, despite all normal reactions which say “you can’t look at an
eclipse without protection.” In actuality, there is absolutely no way to look
at an un-eclipsed or partially eclipsed sun without using filters to avoid
damaging your eyeballs or camera equipment.

However, this is the key difference with regard to a totally eclipsed sun:
you can look at it directly. That last .1 percent that separates 99.9 from 100
percent makes all the difference in the world between the duil, filtered
crescent sun of a partial eclipse and the incredibly beautiful natural phenom-
enon of a totally eclipsed sun. You can take excellent pictures, without
filters, using 400 speed film and exposures of 1/30 to 1/2000 of a second (see
photos 1 and 2). But, photographing the phenomenon is definitely a bit of a
probiem.

During this past eclipse, | had only enough time to take about 15 expo-
sures, with one lens change. This was done in -3 to 0 degree Celsius prevail-
ing temperatures on an isolated road west of Roundup, Montana. My hands
froze, and | probably did not get the optimal personal viewing, although the
1000 mm reflex telephoto lens of my camera acted as an excellent spotting
scope through which to watch the sun for most of the eclipse.
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Phote [ A shot of the 1979 North Ameri
can total solur eclipse taken with u refatively
guitk shutter speed. Note the prominences
showiny aroterd the o tremely durk disk ol
the seur us efncured by the moon, This pic-
ture  wus  exposed  shiortiv olter totulfty
heyun.

Photo 2: With a much stower shutter speed,
elements of the sofar coronu begin to show.,
This picture wus taken with about o 1/30th
second exposure of FA1T wsing 00 454
Fltuchrame iide film. {1 wus oo busy
during the edlipse 1o fuke detailed notes for
cdcht exposure, o focan anly abserve thut
s wun ovre o the fonger expuosires, proba-
hivout 1/30th second. )
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The preblem is that if you spend your allotted tirme budget fooling
around with the camera, you can miss a good portion of the event and its
natural beauty. This is where the computer experimenter's inventiveness
can come into play. Why not automate the exposure and picture taking
sequences of the camera and telescope combination, so that once the first
diamond rings of totality accur, a microcomputer can run through an open
lovp expusure sequence adapted to the camera equipment and the particular
velipse being viewed?

What are the functional requirements of such a device? Based on the
recommendations af the expedition’s photogrdphy advisers, George Keene of
Eastman Kodak and Robert Little of Criterion Manufacturing (and confirmed
by my own successful experience}, the main requirement for achieving
excellent photos with a 35 mm camera during an eclipse is 1o use a non-
automatic exposure technigue which simply covers a range of shutter speed
settings within a fixed aperture seiting.

Al each exposure of the film, different phenomena dominate the image.
During short exposures, the extremely bright solar prominences are high-
lighted, with almost no corona visible (see photo 1), In longer exposurcs, onc
begins to see details of the fainter solar corona, while the inner prominence
detail washes out due to overexposure.

During the transient events at the beginning (“second contact”) and end
{*'third contact”) of totality, a fixed aperture and shutter speed setting are
appropriate, with a rather fast frame-to-frame timing. During totality, the
film load of the camerd should be spaced out over the balance of the 36
exposure magazine.

S50, what we want the camera to do with its "'n’' exposures during the
eclipse is to use a programmed sequence. The diagram of figure 1 shows a
sequence that might have been ideal for me during the 1979 eclipse’s 138
seconds of totality. In this figure, the events start at the |ast sliver of crescent
sun when the filter is removed and a manual input starts the hypothetical
compuler sequence, 5ix shots are budgeted at 1/2 second intervals for the
initial transient phenomenon called “Baily’s beads” or “the diamond ring,”
depending upon the details of the sun shining through the lunar mountains.

The ideal case would then expose 24 frames at a uniform rate, covering an
up and down sequence of exposure speeds. Finally, as the first bit of the
departing transient staris to happen, the remaining six exposures would be
used 1o capture the third contact "Baily's beads” or "“diamond ring” effects
as they occur. This would completely fill a single 36 exposure magazine of
Kodak's excellent ASA 400 Ekiachrome slide film. It sounds like a job for a
microcomputer system as timing and control element, with suitable photo-
graphic peripherals.

How would this programmed sequence be paossible? We want to use as
much standard eguipment as possible, for the purpose of reliability and to
avoid total reinvention of the wheel. Fortunately, in contemporary photog-
raphy, the motor drive s becoming an inexpensive and common accessory
for the 35 mm SLR (single lens reflex) camera. This solves the problem of
moving the film between frames. We need only set the motor drive on auto-
matic and then the camera will take a picture and move the film to the
next frame every lime the exposure button is pushed. We must merely get the
computer to push the shutter release button according to the timing diagram.

A relatively simple adaptation of a cable release to a solenoid actuator will
serve to link the exposure button Lo the microcomputer sequencer. A suitable
solid state relay power driver output from the computer will then press the
button tu take each picture, This, however, does nat salve the problem of
adjusting the shutier speed. Based on the current marketing literature of
Nikon, | can get automated aperture contral from an external source, but not
control of the exposure time. Thus, the adaptation of my F2A camera will
require careful thought and craftsmanship, of the same sort required for any
other 35 mm camera body.

We will need a more elaborate combination of mechanical and electranic
skills for this part of the operation. The adaptation of the camera shutter






Photo 3! A wide angle photograph showing
the partially eclipsed sun in the southeastern
skyv, with one of severdl hot air balloons
negrby. in order to get both the sun and the
balloon, the sun is necessarily vverexposed,
und the balloon fs underexpuosed,

Figure 1: A timing diagrum of un “ideol”
36 exposdre sequence for a 138 second
eclipse event, allowing two séconds before
and after totality for transient phenomena.
The horizontal axis of this Fgure is time in
seconds, and the vertical axis (s shutter
speed of the camera, d discrete phenomenon
with the steps shown. During an eclipse,
gperture setiing of the comery cannot be
controfled if long focus telephota or astro-
nomical telescope fens eguipment /s used.

speed controf to computer control requires machining skills with an amateur’s
lathe and milling setup.

The adapter is based upon a metal bracket which screws onto the camera
at the tripod meunting socket which is standard on all 35 mm cameras, This
bracket is set up with suitabie spacers so that it will mount to the camerain 4
reliably repeatable fashion. The bracket can be mounted in the tripod socket
since the telephoto lens ar telescope used during an eclipse has ts own mount
on either a tripod or a true equatorial telescope base.

The adapter plate is then used to mount the small DC instrumentation
motor and gearbox, which creates a reasonably high torque from the light
duty motor. With my Nikon F2A, | need to turn the shutter speed control
through an angle of appraximately 10 degrees in about 1/4 to 1/2 of a second
in order to accommeodate the timing diagram of figure 1.

The output of the gearbox is a shafi which lines up with the axis of
rotation of the shutter speed control. To this shaft is attached an optical
position sensor created by passing the edge of a thin brass disk through an
aoptoelectronic interrupier arrangement of the sort one can purchase from any
optoelectronic company catalog. In the final stage of the custom fitting of
this mechanism 1o the camera, each shutter position 1s marked on the disk
and a small hole is punched in the disk. Thus, while the mator is turning the
computer can tell when a given position has been reached, and the motor can
be turned off,

The DC motor itseff is controlled by a bidirectional electronic interface
similar to the one shown in the article an the Terrapin Turtle by James A
Gupton Jr {"Talk to a Turtle,” June 1979 BYTE, page 74). This bidi-
rectional interface allows us 1o turn the shutter specd knob to any sctting,
with the sensing of the shutter position returned by the optical interrupter,
Use of a second interrupter lor encoding of the lirst and last shutter speed
setiings will guarantec proper initialization and referencing of the speeds. This
provides dircct feedback of the limit stops in additien to the intermediate
pasition information.

The one critical, unsolved problem in projecting this setup for my camera
is the detail of driving the shutter speed control from the cutlput of the
gearbox. | will probably have to consider sume potentially disastrous modifi-
cations to the camera, One possible method could be a tight fitting, carefully
milled cylinder with ridges on its inner surface that would mate with the
ridges on the shutter speed control. Another possibility would be ta drill ane
or more aff-center drive hales that would receive a driving pin mounted
off-center an the drive shafi’s end. The latter might be impossible, due ta the
complicated nature of the shutter speed control and its interaction with the
film speed setting mechanisms,
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Articles Policy

BYTE is continually seeking quality
manuscripts written by Individuals who
are applying personal computer systems,
designing such systems, or who have
knowledge which will prove useful to
our reagders. For a more formal de-
scription of procedures and require-
ments, potentigl authors should send a
large (9 by 12 inch, 30.5 by 22.8 cm),
self-addressed envelope, with 28 cents
US postage offixed, to BYTE Author's
Guide, 70 Main St, Peterborough NH
03458.

Articles which are oaccepted are
purchased with a rote of up to $50 per
magazine page, based on technical
quality and suitabllity for BYTE’s
readership. Each month, the authors
of the two leading orticles in the reader
poll (BYTE's Ongoing Monitor Box or
“"BOMB") are presented with bonus
checks of $100 and $50. Unsolcited
materials should be accompanied by full
name and oddress, as well as return
postage.®
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Will | ever build this? At this time | can’t predict if and when | will get
around to building this sort of system. If | do, readers can be certain that
there will be photographic documentation of the system. My immediate
deadline might be to get the system working for the 1980 eclipse which
occurs over the equatorial Atlantic Ocean, Africa, Indian Ocean, India and
China on February 16. However, as this is written, | don’t even know if | will
go to see that event.

This camera automation computer is one of those applications of a small
computer system which is most appropriate. It has elements of the mechani-
cal interfaces to electronics which are a necessary part of any practical
robotic system, as well as elements of real time control akin to those needed
for other practical uses of the small computer in home, laboratory and
industry. It is the kind of system many of our readers are conceiving and
building, whether it be for fun or for professional purposes. As time goes on,
we can expect to see this kind of application documented in the form of
articles with much greater detail than this editorial sketch. Conceiving, and
then building this kind of application is when the fun of contemporary small
computing reaches its highest level. m

The More Things Change, The More They Stay The Same. . ..

On April 20, 1979, BYTE Publications Inc and onComputing Inc became a part of
McGraw-Hill Publications Co. Thus, as we neared completion of our fourth year as an
enterprise, BYTE, and onComputing magazines joined Electronics, Aviation Week and
Space Technology, and Data Communications to become key parts in a group of high
technology magazines published by McGraw-Hill.

BYTE will continue to be published from offices in Peterborough NH, with the same
staff and the same dedication to quality. Aside from such detail changes as the notation
“A McGraw-Hill Publication’ on our cover, readers can expect the editorial and adver-
tising content of BYTE to continue under the same philosophy which has established
our reputation in the past. Indeed, a major factor in our decision to affiliate with Mc-
Graw-Hill is their commitment to the independence of individual magazines.

An interesting statistic is that at this exciting time, BYTE’s paid circulation of about
156,000 readers (May 1979 issue) makes it second only to Business Week in paid circula-
tion among the more than thirty magazines published by McGraw-Hill.

We look forward at this point to a long and flourishing relationship with the people
who form the McGraw-Hill enterprise.

....Carl Helmers

A Note About the Cover. . .

One of the interesting social phenomena of this eclipse was the appearance of a number of
artificial clouds over the observation site: five or six different hot air balloons appeared over
our site just at the time of totality. Photo 3 shows a wide angle shot that was intentionally over-
exposed during the partial phase of the eclipse just prior to totality. One of these artificial
clouds is a dark object below and to the left of the sun in this picture. The telephoto shot
shown in photo 4 captured one of these balloons in the sky to the west of the expedition site as
they were drifting towards us, about 10 minutes before totality.

At the time of totality, | distinctly remember looking up and seeing two bright objects in
the sky. One object was the eclipsed sun, and the second object, at about the same position
as the dark balloon in photo 3, was one of the balloons with its propane flame shining a bril-
liant orange color. A man-made fire was complementing the eclipsed embers of the sun.

Combining the eclipse automation theme of this month’s editorial with the hot air balloons
actually observed, and the weather analysis and measurement themes of two of this month’s
articles, artist Robert Tinney has created a fantasy on eclipses, hot air balloons and weather
for this month's cover. The dramatic effect of cumulonimbus thunderstorm clouds was used
in place of the rather dull, high, thin cirrus cloud layer which partially obscured the 1979
eclipse as viewed from central Montana. And perhaps the hot air balloonists should have their
heads examined for departing into this imagined thunderstorm, inexorable timing of an eclipse
or not. But the resulting oil painting is an incomparable work of beauty, celebrating an un-
common event unique to our spaceship earth, its sister planet the Moon and a technological
civilization.

Circle 255 on inquiry card. s









The fact that everyone complains about
the weather, but nobody does anything
about it, is well-known, Weather Torecasting
is still more art than science.

Manual techniques still yicld the best
quantitative weather predictions when com-
pared with the largest computer systems
processing a wealth of satellite, radar, and
ground station data. However even modest
data processing equipment can be an impor-
tant too! for the metcorologist. 'l show
how the combination of a small personal
computer and a Summagraphics Bit Pad
graphics tablet simplifies the pracessing aof
rainfall estimates for a regional data base.
The application is an interesting one, and
the BASIC language software developed will
be usefu! in any system employing a Bit Pad
for data entry.

Locally, rainfall can be mcasured with
simple gauges. The heavy showers common
during the prime growing and flood seasons
have irregular distributions, so local measure-
ments may be inadequate for regional use.
Agricultural planners nced to know how
much rain has fallen over a specific growing
area. Hydrologists working on flood warning
and control need te know how much has
fallen within a given watershed. Both groups
need this information broken down into
relatively small elements of time and area,
perhaps for each 24 hour period and for
each [0 kilometer sguare. To achieve this
detail, tools in addition to rain gauges must
be used.

The first of these toels is ground based
radar. Mast of us have seen weather radars
operating on tclevision news broadcasts.
Rainfall reflects the radar signal and provides
a visual display for the operator, similar to
figure 1. Showers can be lacated accurately,
and relative intepsity can be determined.
Unfortunately, even highly calibrated radars
have difficulty measuring aclual amounts of
rain, and most weather radars arc not well
calibrated  for  this  application. Radar
coverage is also not complete over all areas
of the country.

A second tool, satellite imagery, has
extended that coverage significantly (sce
figure 2). Geostationary satellites, which
remain fixed over one point an lhe earth,
provide pictures every half hour. Potar
orbiting satellites, flying much closer to the
earth, provide maore detailed images several
times a day. A trained meteorologist can
identily cloud formations in pictures like
photo 1. Several investigators primarily at
the NMational Oceanic and Atmospheric
Administration (NOAA, pronounced like
Noah) have developed schemes to estimate
the rainfall beneath these clouds. (see

references 1 and 2).
Text continued on page 20

Figure 1: Metearologists can locate rainstorms using ground based radar,
Images like this are familiar from television news. Unfortunately, they are
not sufficient to gauge intensity, and rodar coverage Is not complete through-
aut the country,

Figure 2: Metearclogists can obtain imagery from two types of satellites.
Geosynchronous satellites orbit at the same speed that the earth turns.
They appear to be stationary, giving continuous coverage of one ared of
the Earth. Polar orbiting satellites flv a North to South pattern while the
garth turns west fo east below them. They provide frequent coverage of
every point on the globe.
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Status Byte E3 F2 F1 FO 0 0 mitted as a sequence of five bytes, as shown

I (1) | Awvailable | I | l il I [ in figure 5. A ninth output bit is generated

as a data strobe and can be used for inter-

Data Byte X5 X4 X3 X2 X1 X0 rupt driven software. Using this strobe,

| 0 | Avaitable | | I | J | | interaction between the Bit Pad and the

computer could become largely a hardware

Data Byte X11 X10 X9 X8 X7 X6 function. In order to present that interface,

| © | Available | | | J | l I however, a lengthy discussion of the PIA

interrupt handling and control line features

Data Byte Y5 Ya Y3 Y2 Y1 Yo would be needed. That would be beyond

| (0) | Available I l | L J l J the scope of this article and is of little

practical use to experimenters with 8080

Data Byte Y11 Y10 Y9 Y8 Y7 Y6 and Z-80 systems. The more general inter-

0 I Available | | I | | | | face I'll develop here uscs a softwarc hand-

shake illustrated in figure 6. It can be

Figure 5: The Bit Pad communicates with the computer in parallel mode. handled with a BASIC program and can be

Five bytes are used to transmit data to the computer. The first two bits of implemented as easily on the Motorola type

each are handshaking signals. The first byte contains status information. 6820 and 6520 PIAs or the 8080/Z-80

The bit labeled FO is set whenever the stylus is in contact with the tablet. compatible 8255 programmable peripheral
F1, F2 and F3 are used only with an optional cursor. The remaining four interface or 8212 1/O (input/output) port.

bytes hold data. The second and third provide a 12 bit X coordinate and The computer begins the handshake by

the fourth and fifth provide a 12 bit Y coordinate. Both are measured in setting the next byte bit of the command

absolute units (0.1mm or 0.005 inches) from the lower left corner of the word. In BASIC, this is accomplished by

tablet. using the POKE command to put the value

128 (binary 1000000) in the PIA output

register. This is memory location 63488

in my system. When the Bit Pad sees the
( sramT ) next byte command, it places a data word
on the output lines, setting the byte avail-
able bit. The computer has been looking
for this by executing an appropriate wait
COMPUTER SETS command.
"NEXT BYTE" Now it reads the data, sets byre received
and resets next byte. The Bit Pad acknow-
ledges by resetting byte available. The
computer is now certain that a valid byte
oo B was read and that the Bit Pad is ready for a
NO I was § new sequence. If this was the fifth byte of

|

P -~ BIT PAD SET . .
| "BYTE AVAILABLE" a sequence, processing can continue. If not,
o J next byte is set and the entire process is
repeated. Should the computer somehow
COMPUTER miss a byte or lose track of the count, it
'2))255?0::%” BYTE" can recover by monitoring the first byte bit
3)SETS "BYTE RECEIVED" of each data word. It will be set (ie: have
value 1) on the first of the five bytes and be
reset (ie: value 0) on each of the others.
The Bit Pad holds up its end of the hand-
"o | Has I shaking automatically. The computer’s end
P —--1 BIT PAD RESET | can be handled by the BASIC subroutine

| 'BYTE AVAILABLE" | beginning at line 1100 in listing 1.
YES Using this subroutine, we end up with
1 five values between O and 255 in array D.
NO __1| mss FT;'TSH v TE } The status information in the first byte may
| be ignored for now. D(1) and D(2) contain
Tes e - the X location of the data point, but they
also contain the byte available and first byte
n handshake signals (always set and reset
respectively for data bytes). We must mask
them out using a logical AND operation, or,
Figure 6: A handshaking arrangement insures proper data transfer between in BASIC, by subtracting 64 (binary
the Bit Pad and your computer. The Bit Pad performs its part of the proce- 01000000). The high order portion of X in
dure automatically. A simple BASIC or machine language routine will handle D(2) is now multiplied by 64 (28) and added
the computer’s end. to D(1). The result is X, the absolute dis-
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10 REM DATA ENTRY ROUTINE USING SUMMAGRAPHICS BIT PAD

20 REM WRITTEN IN MICROSOFT 6502 BASIC

30 REM STEPHEN P. SMITH, STATE COLLEGE, PA

40 DIM D(4),EW(20,20),NS{20,20) M(10)

50 P1=63844: REM ADDRESS OF PARALLEL PORT
60 REM

1000 REM GET A POINT FROM THE BIT PAD

1010 GOSUB 1100: REM FETCH ABYTE

1020 [IFD1<128 GOTO 1010: REM IS IT THE FIRSTOF 5

1030 FOR I=1TO4: REM IF YES, READ NEXT 4

1040 GOSUB 1100: REM FETCH ABYTE

1050 D{l)=D1-64: REM STRIP THE HANDSHAKE BIT
1060 NEXT!I

1070 X=D(2)*64+D(1): REM FIND THE ABSOLUTE X POSITION
1080 Y=D(4)}*64+D(3): REM FIND ABSOLUTE Y POSITION
1090 RETURN

1100 REM HANDSHAKE ROUTINE

1110 POKE P1, 128: REM SET ‘NEXT BYTE"

1120 WAIT P1+2,64,0: REM LOOK FOR ‘“"BYTE AVAIL" SET
1130 D1=PEEK(P1+2): REM READ DATA

1140 POKE P1,64: REM RESET “NEXT BYTE", SET “BYTE RCVD"’
1150 WAIT P1+2,64,64: REM LOOK FOR “BYTE AVAIL" RESET
1160 RETURN

3000 REM SET UP AUTOSCALING

3010 GOSUB 1000: REM GET X,Y,POINT A

3020 AX=X: AY=Y

3030 GOSUB 1000: REM GET X,Y,POINTB

3040 BX=X:BY=Y

3050 REM

3060 DATA0,0,30,50: REM A & B IN GRID COORDINATES
3070 READ AG,AH,BG,BH

3080 S1=SQR{(BG-AG)12+(BH-AH)12): REM DISTANCE AB IN GRID SYSTEM
3090 S2=SQR((BX-AX)t2+(BY-AY)12}: REM DISTANCE AB IN BIT PAD SYSTEM
3100 S=S1/52: REM SET SCALE FACTOR

3110  Tt1=ATN((BY-AY)}/(BX-AX)): REM ANGLE IN BIT PAD SYSTEM
3120 T2=ATN{(BH-AH)/(BG-AG)): REM ANGLE IN GRID SYSTEM

3130 DT=T2-T1: REM ROTATION ANGLE

3140 DX=AX-(AG*COS(DT)-AH*SIiN(DT})/S: REM X TRANSLATION

3150 DY=AY-(AH*COS(DT)+AG*SIN(DT))/S: REMY TRANSLATION

3160 RETURN

3190 REM

3200 REM CONVERT ABSOLUTE X,Y TO GRID COORDINATES

3210 REM J IS NUMBER OF ISOHYET

3230 REM K IS NUMBER OF THIS POINT

3240 REM

3250 X=X-DX: REM TRANSLATE X

3260 Y=Y-DY: REM TRANSLATE Y

3270 X1=X*COS(DT)-Y*SIN(DT): REM ROTATE X

3280 Y1=Y*COS(DT)+X*SIN(DT}: REM ROTATE Y

3290 EW(J,K)=X1*S: REM SCALE X AS EAST-WEST COORDINATE
3300 NS(J,K}=Y1*S: REM SCALE Y ASNORTH-SOUTH COORDINATE
3310 RETURN

4000 REM MENU BOARD ROUTINE

4010 REM

4020 DATA0.,.01,.02,.03,.04,.05,.06,.07,.08,.09,.10

4030 FORI=1TO 10: REM INITIALIZE 10

4040 READ M(1): REM VALUES FOR MENU

4050 NEXT!

4060 GOSUB 1000: REM FETCH AN X,Y POINT

4070 IF X>2794/20 GOTO 4060: REM USE LEFTMOST 5% OF TABLET
4080 N=Y/2794*10: REM MENU HAD 10 ELEMENTS

4090 R=M(N): REM Y POSITION SELECTS ONE
4100 RETURN

Listing 1: BASIC program
to use the Bit Pad for
entering data. This pro-
gram inputs a point using
the discussed handshaking
method, automatically
scales and rotates the
point, and then allows you
to perform operations
using that point.
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tance from the left side of the tablet. D(3)
and D(4) are processed in the same way to
calcuiate Y, the absolute distance from the
fower edge of the tablet. The necessary
subroutine begins at line 1000 of listing 1.
The absolute coordinates in the Bit Pad
system run from 0 to 2794 for 0.1 milli-
meter resolution (0 to 2000 for .005 inch
resolution). Given the scale of our map and
assuming it is well aligned on the tablet,
it should be a trivial matter to convert X and
Y to our 10 kilometer grid coordinate
system. Actually, a little software can be
added to take care of the scale and map
alignment, too. We begin each session by
digitizing two known points on the map.

The distance between them gives us the
scale factor. Their relative orientation tells
the system how the map is positioned on
the tablet. Figure 7 and caption give a gen-
eral presentation of coordinate transfor-
mations. The subroutine which sets up this
transformation begins at line 3000 of listing
1. At line 3200 absolute X and Y values are
converted into grid coordinates and stored
in a pair of arrays.

Using BASIC, the data is entered by
touching the stylus to a number of points
around each isohyet. The smooth curves
on the map are approximated in the com-
puter by polygons as in figure 8. A larger
number of points produces a better approxi-


http:08,.09,.10
http:0.,.01,.02,.03,.04,.05,.06,.07




Figure 7: In the general coordinate transform there are two problems. The
first is translation. Each point must be moved by the distance between the
origins of the two coordinate systems. Because the distance is the same for
every point, you need only know the coordinates of one point in both sys-
tems to compute the translation vector dX, dY. The second problem is rota-
tion. The line between A and B makes a different angle with the X axis than
with the X’ axis. Each point must be rotated by the difference. To compute
the transformation, each point is multiplied by a rotation matrix, then

added to the translation vector. The equation looks like this:

i

cosd
sind

-sind | (X" fdX
cosd Y’ ay

Would You Like to Participate in a
Weather Reporting System?

A system s being installed in the state
of Virginia that typifies what can be done
with microprocessors. At each of seven
remote stations, sensors collect data on
wind, rainfall, temperature, etc; and store
it in the memory of a dedicated micro-
computer. About once a day the data is
transmitted to a central minicomputer
for processing and integration with other
data sources. The microcomputers are
nicknamed the Seven Dwarfs. The mini-
computer, not surprisingly, is called
Snow White. It should also be no surprise

that the first station to be installed was
called Grumpy.

Now suppose that instead of just
seven stations, a large number of personal
computer owners attached some simple
sensors to their systems, and were linked
in a personal computer network (see
February 1978 BYTE). Such a network
is being tried, also in Virginia. Sensors
are manually read, touch tone pads are
used for communication. The interest
of involved citizens is producing a valu-
able new resource for meteorologists,
hydrologists and agricultural planners;
and an interesting new application for

to those who work with small computers

readers of BYTE.m

05 — 9

20 5

.30

.50

.80

000000 os

Figure 8. After digitizing with the Bit Pad, simple closed curves are approxi-
mated by polygons. More corners in the polygon produce a better approxi-
mation. Unused areas of the tablet can be used for a menu board. Touching
the stylus in the appropriate area enters the indicated value. A software
handler is required.
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mation but takes longer to enter. If a faster,
machine language routine is used, we can
take advantage of the Bit Pad’s stream mode
of operation to enter a large number of
points rapidly. -As long as the stylus is
touching the tablet, the Bit Pad transmits
points continuously at a rate of between
1 and 64 points per second. The rate is set
by the operator using switches on the
control box, or by the computer setting
the mode and rate bits of the command
word.

Using either approach, the computer must
be able to recognize when the entry of an
isohyet is complete. In our system this
occurs when the most recent point closely
matches the first one. The computer now
queries the operator for the rainfall rate
corresponding to the isohyet just entered.
The rate may be entered at a terminal, or by
using a portion of the tablet itself as a menu
board. In the latter approach, the computer
associates a touch of the stylus in one of
several small boxes with a preset rainfall
rate. Figure 8 shows the menu board ready
for operation. The subroutine which inter-
prets the input begins at line 4000 of listing
1.

When all the isohyets have been entered,
the computer can begin to assign a rainfall
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SUPER LOW FREQUENCY OSCILLATOR

SUPER LOW FREQUENCY
OSCILLATOR CONTROL
RESISTOR

SUPER LOW FREQUENCY
OSCILLATOR CONTROL
CAPACITOR

21 ),

Figure 3: The noise gener-
ator and filter section is

RsLF
MINIMUM composed of .an external
20 75K clock, two resistors, and a
i capacitor. The nominal
Csir value of Ry is 47 k ohms

and the minimum value

24)

Figure 2: The SLF (super
low frequency) and VCO
(voltage controlled oscil-

/J for Rnypis 7.5 k ohms.

VOLTAGE CONTROLLED OSCILLATOR

lator) sections of the R
VOLTAGE_CONTROLLED | g vCo
Texas Instruments SN- OSCILLATOR CONTROL ANA-
76477 complex sound gen-
erator. The desired fre- Cveo
! VOLTAGE_CONTROLLED|,7
quency is selected by OSCILLATGR CONTROL =) ———4
adjusting the resistor and 2+
capacitor circuits. The fre- EXTERNAL VOLTAGE |,
, . 6 EXTERNAL
quency is determined by CONTROLLED °5°c‘(')-r5-TART(§’LR_<:|1NPUT
the following formulas:
super low frequency = 'o
PITCH CONTROL f——< ) PITCH
064/RSLF X CSLF aﬂd CONTROL
voltage controlled oscil- 28)
/ator:0.64/R vcoX CVCO
Oscillators

Figure 4: Outputs of the
super low frequency oscil-
lator, voltage controlled
oscillator, and noise gener-
ator are digitally selected.
The control table indi-
cates the output produced
for any particular input.

1.

Figure 2 illustrates the two oscillator
sections and equations for frequency selec-
tion. Figure 2a is an SLF (super low fre-
quency generator) with a normal range of
0.1 Hz to 30 Hz. This super low frequency
output is most often used to provide the
input to the voltage controlled oscillator
which runs at a higher frequency. Such a
combination results in frequency modulated
sound synthesis. A familiar example is a
siren.

The voltage controlled oscillator can be
externally controlled by grounding pin 22.
The frequency is then governed by a O to
235V signal applied to pin 16. Signals
above 2.35 V will saturate oscillator output.
As a further enhancement, the voltage con-
trolled oscillator allows pitch control through
a similarly ranged signal applied to pin 19.

o 1.

MIXER

SUPER LOW c
FREQUENCY ———————»
OSCILLATOR

VOLTAGE

CONTROLLED —————»
OSCILLATOR

NOISE

INHIBIT —————————

SELECT

MIXER MIXER
SELECT SELECT
B A

» OUT TO MODULATOR

MIXER AND AMPLIFIER
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EXTERNAL NOISE |3 EXTERNAL
——<_JNOISE
cLOCK NOLSE
Ry
NOISE CLOCK |4 ‘N
RESISTOR YW
R
NOISE FILTER |5 NF
CONTROL RESISTOR vV
. CnF
NOISE FILTER
CoNTROL CapactToR —— ¢
77

The output of the voltage controlled
oscillator and the super low frequency
oscillator is a square wave which is supplied
to the mixer and through the envelope
selection logic to the envelope generator
and modulator.

Noise Generator and Filter

Since so many sounds incorporate noise
as an integral component, the 76477 in-
cludes a noise generator which can be set to
produce pink or white noise by selection of
the proper components. (Pink noise has a
spectral intensity inversely proportional to
frequency over a specified range. White noise
is random and has constant energy for a unit
bandwidth.) Further refinement of the
desired noise range is accommodated through
an external clock input applied to pin 3.
Figure 3 illustrates this hookup.

The noise generator output is sent to
the mixer.

The Mixer and Envelope Selection

Figure 4 shows how the mixer section of
a sound generator works and specifically
details the logic codes for the SN76477. The
mixer is essentially a gating network which
digitally combines the outputs from the

super low frequency oscillator, voltage
Mixer Select Inputs
C B A Mixer
(Pin 27) (Pin 25) (Pin 26) Qutput
L L L vCO
L L H SLF
L H L NOISE
L H H VCO/NOISE
H L L SLF/NOISE
H L H SLF/VCO/NOISE
H H L SLF/VCO
H H H INHIBIT
H = high level

L = low level or open



Turning computer programmers
into computer
composers!

For the first time:
Hard-to-obtain
computer music
material has been
collected into one

convenient, easy-to-
read book.

EDITED BY

/‘\\‘\ CHRISTOPHER B MORGAN The BYTE Book Of
Computer Music com-
bines the best from
past issues of BYTE
magazine with exciting new material

of vital interest to computer experimenters.

The articles range from flights of fancy about the reproductive
systems of pianos to Fast Fourier transform programs

written in BASIC and 6800 machine language. Included in

this fascinating book, edited by Christopher P. Morgan,

are articles discussing four-part melodies, a practical music
interface tutorial, electronic organ chips, and a remarkable
program that creates random music based on land terrain maps!

$1() 00

Buy this book at your favorite computer book
store or order direct from BYTE BOOKS
Add 60¢ per book for postage and handling E[] [l NE

“BOOKS OF INTEREST TO COMPUTER PEOPLE"

70 Main Street Peterborough, New Hampshire 03458
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Number Type +5V GND 5
iIC1 SN76477 15 2 7
1C2 4066 14 7 o
|
IC3 4066 14 7
VOLUME
Ic4 4066 14 7 LW i
e
ICS 4066 14 7 77

Figure 8: The SN76477 complete sound generator can be controlled by a computer. All capacitors

All resistors are 4 W +5%.
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are 100 V ceramic, except electrolytics which are 16 V or greater.






Figure 9c: Pin designations
of the AY-3-8910 device.

Text continued from page 42:

recently introduced and it is designed
specifically as a bus controlled device.
This new device is the AY-3-8910 from
General Instrument. It uses no external
components and synthesizes sounds totally
by digital means. A functional block diagram
is shown in figure 9a.

You'll notice a similarity between this
programmable sound generator and the
Texas Instruments device in that they both
contain the same elemental sound synthesis
components such as noise and tone gener-
ators. The real difference is that the General
Instrument programmable sound generator
is programmed through 16 read/write
control registers rather than resistors and

capacitors. These registers appear as 16
sequential memory mapped /O (input/
output) locations to the controlling

processor.

The AY-3-8910 incorporates a noise gen-
erator, three tone generators, three mixers,
an envelope generator and three digital to
analog converters for amplitude control. An
added benefit is the inclusion of two decoded
1/O ports which are available for other
external applications. All subsystems are
controlled through the control register array.

The device is specifically designed to
interface  with the General Instrument
CP1600 series of microprocessors but it can
be easily accommodated by others. Figure 10
illustrates this simple attachment. A bidirec-
tional address/data bus, DAO thru DA7,
provides the necessary communication path.
Since there are 16 registers, only four bits of
address are actually used, and A8 and A9
serve more as device select lines by defini-
tion. BC1, BC2, and BDIR are the bus con-
trol lines and define bus direction, reading,
and writing of register data. While an inex-
pensive circuit such as that shown in fig-
ure 11 can be used as the clock for both the
processor and the programmable sound
generator, they are basically independent and
can be different rates. The programmable
sound generator clock is primarily used
for the sound synthesis. The reset line clears
all registers.

For all practical purposes, signal line BC2
is unnecessary and can be tied to +5 V. The
read/write control logic is shown in table 4.

The timing of BC1 and BDIR control
lines are shown in figure 12. Data transfer is
carried out by strobing these lines, while the

Text continued on page 48

VSS (GND)

NC

ANALOG CHANNEL B

ANALOG CHANNEL A

NC

10B7
1086
1085
10B4
1083
10B2
1081
1080
10A7
10A6
10Aa5
10A4
I0A3
10A2
10A)

Whistling Bomb Sound Effect

Register Number

Any not specified
R7

R10

RO
RO

R6

R7

R10
R11
R12
R14
R15

Phaser Sound Effect

Register Number

Any not specified

R7
R10

RO
RO

R10

TOP VIEW .
josn L3 % 40 3 veC{+5v)
[ 390 TEST I
33 38 [ ANALOG CHANNEL C
—a 37 3 pAO
5 36 3 pal
—]é 35 [ DAZ2
[ 14 34 {1 DA3
s 33 1 pas
39 32 I DAS
10 31 3 pas
g 30 |3 pav
2 29 |3 BCI
3 28 1 BC2
4 27 [ BDIR
[men NS 26 1 TEST 2
1 25 1 as
=7 24 3 A9
—ji8 23 [ RESET
—1s 22 £ cLOCK
—] 20 21 £33 10A0
Hexadecimal
Load Value Explanation
00
3E Enable tone only on channel A only.
oF Select maximum amplitude on channel A.
Sweep effect for channel A tone period via
30 (start) a processor loop with approximately 256 ms
CO (end) wait time between each step from 30 to CO
(0.429 ms/2330 Hz to 1.72 ms/682 Hz).
OF Set noise period to midvalue.
07 Enable noise only on channels A,B,C.
:8 Select full amplitude range under direct
10 control of envelope generator.
10 Set envelope period to 0.586 seconds.
00 Select envelope decay, one cycle only.
Hexadecimal
Load Value Explanation
00
3E Enable tone only on channel A only.
OF Select maximum amplitude on channel A.
Sweep effect for channel A tone period
30 (start) via a processor loop with approximately
70 {(end) 3 ms wait time between each step from 30
to 70 (0.429 ms/2330 Hz to 1.0 ms/1000 Hz).
00 Turn off channel A to end sound effect.

Table 3: Values which are loaded into the control registers of the General
Instrument AY-3-8910 sound generator in order to produce the indicated
sound effects.
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CLOCKL CLOCK
—___ ANALOG
RESET 23 fo=—rs ANALOG 14 ANALOG A
BC! ANALOG
BUS 29 Jaci CHANNEL g| > ANALOG B
CONTROL 100uF
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Figure 10: Typical micro BOIR _ 27 [ o $i SPEAKER
processor to programmable -+
sound generator interface. % L
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A9 24 A_S
14 6
21 13
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8 BITS 8 BITS
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CLOCK GENERATION , .
Figure 11a: A simple clock
EITHER Gnagv?zsmm generator which can be
CLOCK TO PROGRAMMABLE used as a clock for the
MICRO 94 MH
compuTer | < JB248863MHe SOUND processor and the pro-
. GENERATOR grammable sound gener-
8
22 ator.
cL
le id
3 579545 MH;
CRTST“L ?3 o | ® | 7897725 MHz
It 1 ik CLOCK TO PSG
20pF Q2  DATA2 02
oM o | 1 e 10
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CLOCK 2 !
4
RESET |
4013 s
cl SET 1
CD4069 8
SET 2
Q1 DATAI RESET2
2 |5 10
777
ANALOG
I0 OUTPUT INTERFACE
CHANNEL AUD +SV Number Type +5 V GND
QUTPUTS
A IOuF | OapF IC1 CD4069 14 7
+
PROGRAMMABLE B % 1C2 4013 14 7
SOUND IC3 LM386 6
GENERATOR
C
250uF
5k e
[
L ppas 0.05uF
31K 500 300pF Figure 11b: A typical
o audio output interface for
| P
driving a speaker from
P Iy the programmable sound
777 generator.
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CP1600
Function
BDIR BC2 BC1 Function Abbreviation
0 1 0 Inactive NACT
0 1 1 Read from PSG DTB
1 1 0 Write to PSG DWS
1 1 1 Latch Address INTAK.

Table 4: Summary of the read/write control logic needed to control the AY-
3-8910 sound generator.

SET PROGRAMMABLE SOUND GENERATOR REGISTER ADDRESS

Congf_ NACT V] NTak P NACT

K FLOAT

.- OUTPUT
DA7--DAO FLOAT X ADDRESS

WRITE DATA TO PROGRAMMABLE SOUND GENERATOR OR 1/0 PORT

BDIR —/—\

BCI

NACT Y A DWS 2221 NACT

x FLOAT

BUS
CONTROL

DA7--DAO FLOAT X

OQUTPUT DATA
(TO PSG)

READ DATA FROM PROGRAMMABLE SOUND GENERATOR OR [/0 PORT

BDIR

« /T \

contass nact [ 078 |ZZ NACT

INPUT DATA
>< (FROM PSG) X FLOAT

Figure 12: Programmable sound generator bus timing logic.

DA7--DAO FLOAT
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Text continued from page 45:

address/data bus contains the pertinent
contents. These pulses should be short and
one processor clock cycle should suffice.

Tone Select

The registers are divided into six cate-
gories, and numbered in base eight:

Tone generators Rg thru Rs
Noise generator Re
Mixer control R,

Amplitude control
Envelope control
1/O ports

Rigand R;4.

Tones are square waves produced by
dividing the input clock by 16, then
counting that result down by a programmed
12 bit tone-period value. The 12 bit value,
defined by the coarse and fine tune registers,
is a combination of the two control reg-
isters. The 12 bits represent period and
T = 1/frequency. The higher the register
value, the lower the tone. Register contents
range from 000000000001 (divide by 1) to
1111117111111 (divide by 4095). With a
2 MHz clock the frequencies would be 125
kHz and 30.5 Hz respectively.

The other parameters, such as noise,
mixers, amplitude, and envelope controls,
are chosen in a similar manner. The actual
programming technique is beyond the scope
of this introduction to the AY-3-8910, and
| suggest that interested readers send in-
quiries to General Instrument.

Connecting the AY-3-8910 to the S-100 Bus

Figure 13 shows how an AY-3-8910
programmable sound generator can be
connected as an |/O device on the S-100
8080 compatible bus. Switches SW1 through
SW6 define the starting 1/O address of the
16 programmable sound generator registers.

Text continued on page 51

Number Type +5V GND
iC1 7485 16 8
1C2 7485 16 8
IC3 7404 14 7
1C4 7402 14 7
1C5 7400 14 7
1C6 7400 14 7
ic7 74148 16 8
1C8 7418367 16 8
iIC9 7415367 16 8
1C10 7415367 16 8
IC11 7418367 16 8
1C12 AY-3-8910 40 1
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LATCH ADDRESS ROUTINE

PORTADDR EQU 80H ; ADDRESS TRANSFER PORT ADDRESS
PORTDATA EQU 81H ; DATA TRANSFER PORT ADDRESS

LATCH ADDRESS ROUTINE

;AT ENTRY, B HAS ADDRESS VALUE

LATCH CLRA

STAA 8005 ; GETDDIR A

LDAA #FF
; THIS ROUTINE WILL TRANSFER THE CONTENTS OF STAA 8004 ; OUTPUTS
; 8080 REGISTER C TO THE PSG ADDRESS REGISTER LDAA #4

PSGBAR MOV A C;GETCINA FOR OUT STAA 8005 ; GET PERIPHERAL A
OUT PORTBAR ; SEND TO ADDRESS PORT STAB 8004 ; FORM ADDR
RET STAA 8006
CLRA

STAA 8006 ; LATCH ADDRESS
WRITE DATA ROUTINE RTS ; RETURN
;ROUTINE TO WRITE THE CONTENTS OF 8080 REGISTER B
; TO THE PSG REGISTER SPECIFIED BY 8080 REGISTER C WRITE DATA ROUTINE
i’SGWRITE CALL PSGBAR ; GET ADDRESS LATCHED ;AT ENTRY, B HAD DATA VALUE
MOV  A.B;GET VALUE IN A FOR TRANSFER ;

WRITE STAB 8004 ; FORM DATA

OUT PORTDATA ;PUT TO PSG REGISTER

RET LDAA #6 ; DWS
STAA 8006
CLRA

STAA 8006 ; WRITE DATA
RTS ; RETURN

READ DATA ROUTINE

; ROUTINE TO READ THE PSG REGISTER SPECIFIED
;BY THE 8080 REGISTER C AND RETURN THE DATA
; IN 8080 REGISTER B READ DATA ROUTINE
PSGREAD CALL PSGBAR

; AFTER READ, B HAS READ DATA
IN PORTDATA ; GET REGISTER DATA ;

READ STA A 8005 : GET D DIR

MOV  B,A GET IN TRANSFER REGISTER
RET STA A 8004 ; INPUTS
LDAA #4
STA A 8005 ; GET PERIPHERAL
Listing 1. Routines written for the 8080 microprocessor to operate the AY- DECA

STA A 8006 ; READ MODE

3-8910 programmable sound generator. LDA B 8004 : READ DATA

CLRA
STA A 8006 ; REMOVE READ MODE
RTS ; RETURN

Listing 2: Routines coded for the 6800
microprocessor to operate the AY-3-8910.

+5v

: —|
pao |2 37 bao RESET 2>
pai |2 36{pa ag 23
paztd 351 baz
pa3 > 3410a3 A_s%7
6 33
PIA/  PA4 DA4  PSG/
M6800 MCE821 7 32| Av-3-8910
PAS DAS
> )
PAG > 2 bas
pAT > 30l par
PO 2 291gci
1"
PBI 28l6ce2
a2 |2 27

38 |3 4
ANALOG A

—C] ANALOG B
L————<] anawos ¢

Figure 14: Connecting the AY-3-8910 to a 6800 system through a 6820
programmable interface adapter is easier than interfacing the S-700 bus.
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Text continued from page 48:

Reading and writing from it is as
illustrated.

A less complicated hardware
interface is attained by using a
peripheral interface adapter such as
the 6820. Figure 14 demonstrates
a technique which can be used for
6800 systems. The considerable
difference in hardware complexity
should in no way imply lack of
ability using the 8080. If the
S-100 bus is ignored and a 8255
programmable peripheral interface
is used instead, it would result in a
circuit similar to figure 14.

In Conclusion

| have briefly presented two
methods of sound synthesis. While
both are simple to implement, it
is easy to recognize that the Texas
Instruments part is more applicable
in dedicated designs while the
General Instrument device is for
general synthesizer applications. [t
is not inconceivable that the AY-3-
8910 could produce almost any
sound, and it is a natural for use
with a music interpreter running on
a microcomputer. Perhaps the next
famous composer will not direct
a 150 piece orchestra but, rather,
a trio of microcomputers control-
ling a bank of AY-3-8910s.m

Circuit diagrams and draw-
ings pertaining to the
AY-3-8910 were provided
courtesy of General Instru-
ment Corp.

Come Help Us
Celebrate The Child

St. Jude Children’s Research
Hospital continues its search
for life-saving knowledge
about childhood diseases. And
this search continues because
people care. Help us celebrate
the child by sending your tax-
deductible checlk or request for
further information to St. Jude
Children’s Research Hospital,

¥ B 539 Lane Ave,

&1 Memphis, TN 38105.

ST JUDE CHILDREN'S RESEARCH HOSPITAL
Danny Thomas. foundet

ATTENTION CREATIVE

ELECTRONIC ENGINEERS,

MICROCOMPUTER
B I* < PROGRAMMERS

Gy N AND
TECHNICIANS

SIMON SAYS:

Travel to the Northeast to Western New England to scenic East
Longmeadow, MA. nestled in the foothills of the Berkshires and
a whole new world of electronic opportunity awaits you.

The Milton Bradley Company has propelled itself into the elec-
tronic game and toy arena in a most dramatic and successful fash-
ion in the last two years. This momentum is continuing in a most
encouraging way. Consequently, we are seeking talented
electronic personnel with both hardware and/or software exper-
ience and knowledge to expand our inhouse electronic product
development capability. We have immediate openings for the fol-
lowing types of personnel:

Senior Electronic Product Engineers

Qualified candidates will have a minimum of ten years electronic
consumer product experience with a BSEE degree or the equiva-
lent thereof.

Electronic Product Engineers

This position requires a minimum of 5 years electronic consumer
goods experience and a BSEE or equivalency.

Software Engineers/

Microcomputer Programmers

3to 5 years experience in microcomputer programming and know-
ledge of microcomputer assembly languages is required.

Electronic Technicians

1 to 3 years experience as a technician in an electronic consumer
goods environment is preferred. An AS degree in electronics would
be an asset.

In addition to scenic beauty in the immediate locale we offer
proximity to skiing, sailing, surfing and several other quality fac-
tors of life.

The successful candidates will enjoy an attractive compensation
package which includes a complete fringe benefit program.

Please send resume and salary requirements in confidence to:

Director of Corporate Personnel Administration
MB Milton Bradley Company

P.O. Box 3400 — Springfield, MA. 01101

MILTON Circle 233 on inquiry card.
BRADLEY | An Equal Opportunity Employer M/F




Programming OuvicKics

8168
a518 38 o178 SEC
B8l A4 Biea LDA 14
B813 E£518 4190 SBC X
a8 M 8266 TRY
B8 20BEFE 8218 JSR PLT1
8228
B238  PLOT (264%, 20+4:
24
B8 18 aznn cL
9818 A%d gata bR 14
981 6511 8279 ADC Y
B8E RS 8288 THY
Robert J Bishop f 1 P8IF R4 g LA 14
213 Jason Way HeM 6518 alge ADC *¥
Mountain View CA 24043 B82: 2080F5 B316G JSR PLOT
B34
8328 PLOT (20-Y. 2@+
8348
28% 3B 8358 SEC
BEeY A4 B36H Lbr 14
9829  E3L1 a3ra SEC Y
88x HRe 83en TAY
B8 28gEFe 9390 JSR K71
o4
6416  PLOT (284, 28-Y
84z
. s UBF 18 84201 CLc
18838 A914 84411 LA 14
Photo 1. Typical output of the Kaleido- 0332 6518 8455 RIC #¥
scope program. V834 A8 946 THRY
8835 38 8470 SELC
oo 2 By
Listing 1 is a short program that SAG3cS  HeRR .
generates a fastmoving colorful display ge:n 20807 ggi;:\ J5R PLOT
on your Apple I1. 8526 PLOT (28X 28-¥3
The program starts at hexadecimal 539
location 0800 and resides in less than 98 28 8545 SEC
one page of memory. It may be entered 98 A st DA i4
in object form by use of the system @24 ES18 566 SBC %3
moniter, To run the program, simply ?‘132 ;."SBEF“ %gg }g PLTL
type: 800G. The display can be frozen by & 8590
hitting any key on the keyboard. Hitting G606 PLOT (28+Y, 28-%)
any key again will resume the action. %61a
The program was written using Micro- B84 18 8628 CLE
products Editor/Assembler program for o7 A%14 BE3B LDR 14
the Apple ll.m a9949 6511 840 ADC
288 M 8658 TRY
884C 38 8668 SEC
BedDd H514 Be78 DA 14
W18 KARLEIDOSCOPE 304 ED1P 2580 SBC *x
9929 280  2686r8 8609 JSR FLOT
0808 4(AS83 BB:z0 JHP STAR 87906
B840 gris  PLOT (28-Y, 28-X)
8458 PLOT (2844, 20492 gran
0868 a8 3 726 SEC
pess 18 8ér@ DRAl CLC Be% R 8748 bR 14
BoM A4 0968 bR 14 ves’  ES1e aroe SBC *Y
808k 6318 aasH DL *X BE% R 876k TRY
258 A8 g166 TRY BER 28618 6778 JR PLTL
86 A4 aie LbA 14 B3 &8 gree RTS
e 6511 8124 ADC &Y ars X D eaie
Doe) 208BFE @130 JSR PLOT gas Y DL 8811
8145 g1 2 DL BaL2
M58 PLOT (28X, 28+vY) 886G PLOT [ FEod
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In part 7 | described how sensory inter-
active, goal directed behavior can be gener-
ated and controlled by a multilevel hierarchy
of computing moduies. At each level of the
hierarchy, input commands are decomposed
into strings of output subcommands which
form the input commands to the next lower
tevel. Feedback from the external environ-
ment, or from internal sources, drives the
decomposition process and steers the selec-
tion of subcommands se as to achieve
successful  performance of the task of
rcaching the goal. In this article 1 will
address questions of what kind of neurcilogi-
cal structures are believed to exist in the
brain and what kind of computations,
memory storage methods, and associative
recall effects these structures seem to be
performing.

Unfortunately, definitive experimental
evidence aboul the struclure and function
of neurolagical circuitry in the brain is
extremely difficult to obtain. MNeurans,
the brain’s computing elements, are very
tiny and delicate. It is bard to measure
what is happening in them without damaging
them or otherwise interfering with the flow
of information related to their operation,
Techniques do exist for measuring the
activity of individual neurons and sometimes
even observing the bchavior of several
neurons at the same time. There are also
technigues which make it possible to moni-
tor synchronized changes in the activity of
large numbers of neurons.

However, the brain is such a complicated
danatomical structure, with such a jumbled
interconnection of different kinds of neurons

being excited and inhibited by such a broad
variety of chemical and electrical stimuli,
that it is impossible to infer from these
measurements any very sophisticated ideas
about what mathematical functions are
being computed or what procedures are
being executed,

Neurons are as varied in size, shape, and
type as trees and bushes in a tropical forest,
and often are as closely intertwined and
interconnected as a bramble patch over-
grown with vines. Many of their most
important information processing properties
arc statistical in nature, and these statistics
may apply over ensembles of thousands
of neurons.

The situation is further complicated by
multiple feedback loops, some of which are
confined to small, local clusters of neurons,
and others which may thread through severai
entirely different regions of the brain.
The result is that no one has yet been able
to construct a clear picture of the overall
information pracessing architecture in the
brain. At present there exists no generally
accepted theory which bridges the gap be-
tween hard neurophysiological measurements
and psychological concepts such as pescep-
tion and cognition.

Nevertheless, there is much that is known
with certainty abhout the structure and
function of at least some parts of the brain,
particularly in the periphery of the sensory
and motor systems, A great deal can be
inferred from this knowledge. Furthermore,
there is one area, the cerebellar cortex,
where the geometry is sufficiently regular to
enable rescarchers to positively identify a






The principal input to the

Figure 1. Side view of human brain showing the cerebellum attached to the

cerebellar cortex arrives
via mossy fibers.

AUDITORY CORTEX

BRAIN STEM

number of
relationships.

The cerebellum, which is attached to the
midbrain portion of the upper spinal cord
and nestles up under the visual cortex, as
shown in figure 1, is intimately involved
with control of rapid, precise, coordinated
movements of limbs, hands, and eyes.
Injury to the cerebellum results in motor
deficiencies, such as overshoot in reaching
for objects, lack of coordination, and the
inability to execute delicate tasks or track
precisely with the eyes.

During the 1960s, advances in the tech-
nology of single cell recordings and electron
microscopy made possible an elegant series
of experiments by Sir John Eccles and a
number of others. These experiments
identified the functional interconnections
between the principal components in the
cerebeilar cortex. A brief outline of the
structure and function of the cerebellar
cortex is shown in figure 2.

The principal input to the cerebellar
cortex arrives via mossy fibers (so named
because they looked like moss to the early
workers who first observed them through a
microscope). Mossy fibers carry information
from a number of different sources such as
the vestibular system (balance), the reticular
formation (alerting, the cerebral cortex
(sensory-motor activity), as well as from
sensor organs which measure such quantities
as position of joints, tension in tendons,
velocity of contraction of muscles, pressure
on skin, etc. It is possible to categorize

important neurophysiological

MOTOR CORTEX

/ SENSORY CORTEX
/

VISUAL CORTEX

CEREBELLUM

SPINAL CORD

brain stem and partially hidden by the visual cortex.
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mossy fibers into at least two classes based
on their point of origin: one, those carrying
information which may include commands
from higher levels in the motor system; and
two, those carrying feedback information
about the results of motor outputs. Once
these two sets of fibers enter the cerebellum,
however, they intermingle and become
virtually indistinguishable.

The feedback mossy fibers tend to exhibit
a systematic regularity in the mapping from
point of origin of their information to their
termination in the cerebellum. It is thus
possible to sketch a map of the body on the
surface of the cerebellum corresponding to
the origins of feedback mossy fiber informa-
tion, as shown in figure 3. This map is not
sharply defined, however, and has consider-
able overlap between regions due in part to
extensive intermingling and multiple over-
lapping of terminations of the mossy fibers
in the cerebellar granule cell layer. Each
mossy fiber branches many times and makes
excitatory (+) contact with several hundred
granule cells spaced over a region several
millimeters in diameter.

Granule cells are the most numerous
cells in the brain. It is estimated that there
are about 3 X 100 granule cells in the
human cerebellum alone. There are 100 to
1000 times as many granule cells as mossy
fibers. Each granule cell is contacted by 5 to
12 mossy fibers and gives off a single output
axon which rises toward the surface of the
cerebellum. When it ncars the surface this
axon splits into two parts which run about
1.5mm in opposite directions along the
folded ridges of the cerebellum, making
contact with a number of different kinds
of cells in passage. These axons from the
granule cells thus run parallel to each other
in a densely packed sheet (hence the name,
parallel fibers).

One of the cell types contacted by parallel
fibers are Golgi cells (named for their
discoverer). These cells have a widely spread
dendritic tree and arc excited by parallel
fibers over a region about 0.6 mm in diam-
eter. Each Golgi cell puts out an axon which
branches extensively, making inhibitory (—)
contact with up to 100,000 granule cells in
its immediate vicinity, including many of
the same granule cells which excited it. The
dendritic trees and axons of ncighboring
Golgi cells intermingle so as to blanket the
entire granular layer with negative feedback.
The general effect is that of an automatic
gain control on the level of activity in the
parallel fiber sheet.

It is thought that the Golgi cells operate
such that only a small and controlled per-
centage (perhaps as little as 1 percent or















each of the high precision variables to be
transmitted so that it can be carried on a
large number of low precision channels.
Many mossy fibers are assigned to each input
variable such that any one fiber conveys
only a small portion of the information
content of a single variable.

The nature of this encoding is that any
particular mossy fiber will be maximally
active over some limited range of the variable
that it encodes, and less than maximally
active over the rest of its variable’s range.
For example, the output of the mossy fiber
labeled a in figure 6 is maximally active
whenever the elbow joint is between 90° and
120° and is less than maximally active for all
other elbow positions. The mossy fiber
labeled b in figure 6 is maximally active
whenever the elbow angle is greater than
160°. Now if there exists a large number of
mossy fibers whose responses have a single
maximum but which are maximally active
over different intervals, it is then possible to
tell the position of the elbow quite precisely
by knowing which mossy fibers are maxi-
mally active. For example, in figure 7 the
fact that mossy fibers a, b, and c¢ are maxi-
mally active indicates that the elbow joint
is between 118° and 120°.

The CMAC models this encoding scheme
in the following way: define m; to be the
set of mossy fibers assigned to convey the
value of the variable s;; define m;* to be the
mossy fibers in m; which are maximally
stimulated by a particular value of s;. If for
every value of s; over its range there exists a
unigue set m;* of maximally active mossy
fibers, then there is a mapping s, > m;* such
that knowing m;* (ie: which fibers in m; are
maximally active) tells us what is the value
of s;. If such a mapping is defined for every
component s, in the vector S then we have a
mapping:

S—I —>m1*
52 _)mz*

S->M=
SN_)mN*

where M is the set of all mossy fibers which
encode the variables in the vector S.

In CMAC each of the s; = m;* mappings
may be defined by a set of K quantizing
functions iIC,, 1C,, .. ., iC, each of which is
offset by a value of 1/K times the quantizing
interval. An example of this is given in
figure 8 where K =4 and N = 2. Component
sy is represented along the horizontal axis,
and the range of s; is covered by four
quantizing functions:

'C, {A,B,C,D,E!
'c, {F,G H,J,K{
c; {M,N,P,Q, R}
1C4=1{S, T,V, W, X |

Each quantizing function is offset from
the previous one by one resolution ele-
ment. For every possible value of s; there
exists a unique set m;* consisting of the
set of values produced by the K quantizing
functions. For example (in figure 8), the
value s; = 7 maps into the set m;* = {B, H,
P, Vi

A similar mapping is also performed on s,
by the set of quantizing functions:

For example, the value s, = 10 maps into
the set my* = {c, j, g, v}. Now, if the s,
component in figure 8 corresponds to the
position of the elbow joint, the mossy fiber
labeled B will be maximally active whenever

Text continued on page 64
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Figure 6. Typical responses of mossy fibers to the sensory variable they

encode.
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Figure 7: Three different mossy fibers encoding a single sensory variable
(elbow position). All three fibers maximally active simultaneously indicates

that the elbow lies between 118° and 120°,
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Figure 9. The weight Bc will be selected as long as the CMAC input vector

The number of mossy
fibers dedicated to a
variable determines pre-
ion of its representation.

M - A Mapping

Just as we can identify (or name) mossy
fibers by the input variables they encode, so
we can identify granule cells by the mossy
fibers which provide them with input. Each
granule cell receives input from several
different mossy fibers, and no two granule
cells receive input from the same combina-
tion of mossy fibers. This means that we can
compute a unique name (or address) for
each granule cell by simply listing the mossy
fibers which contact it. For example, a
granule cell contacted by two mossy fibers B
and c can be named (or addressed) Bc.

In the CMAC example in figure 8, 25
granule cells are identified by their contacts
with mossy fibers from the quantizing func-
tions 'C; and 2C;. 25 other granule cells are
identified by 'C, and 2C,, 25 by 1C4 and
2C5, and 25 more by 1C4 and 2C,4. There
are, of course, many other possible combina-
tions of mossy fiber names which might be
used to identify a much larger number of
granule cells. For this simple example, how-
ever, we will limit our selection to the
permutation of corresponding quantizing
functions along each of the coordinate axes.
This provides a large and representative
sample which uniformly spans the input
space. Furthermore, this particular naming
algorithm is simple to implement either in
software or hardware.

We can define A to be the set of all
granule cells identified by their mossy

N s N

1 it 1 1 1 1 L 1 1§

8 9 I0 (1 12 13 14 i5 |6

I e

lies in the region bounded by 4 <s; <7, 8<s,<1].
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fiber inputs. Of course, all of the granule
cells in A are not active at the same time.
As was previously noted, most granule
cells are inhibited from firing by Golgi
cell gain control feedback. Only the small
percentage of granule cells whose input
mossy fibers are af/ maximally active can
rise above threshold. We will define the set
of active granule cells as A*.

Since we already know which mossy
fibers are maximally active (je: those mossy
fibers in the sets mi*), we can compute
names of granule cells in A*. For example,
infigures8and 10, if s; =7 and s, = 10, then
mq* = {B, H, P, V} and my* = {c, |, q, v}.
The active granule cells in A* can now be
computed directly as A* = { Bc, Hj, Pq, Vv}.
All other granule cell names in the larger
set A involve at least one mossy fiber which
is not maximally active (ie: not in m;* or
my*).

Note that, as illustrated in figure 9, the
granule cell Bc will be active as long as the
input vector remains in the region of input
space 4 <s; <7 and 8 <s, < 11. Thus, the
generalizing property introduced by the
S - M mapping carries through to the
naming of active granule cells. A particular
granule cell is active whenever the input
vector S lies within some extended region, or
neighborhood, of input space. Other granule
cells are active over other neighborhoods.
These neighborhoods overlap, but each is
offset from the others so that for any
particular input S, the neighborhoods in A*
all overlap at only one point, namely the
point defined by the input vector. This is
illustrated in figure 10. If the input vector
moves one resolution element in any direc-
tion, for example, from (7, 10) to (8, 10),
one active granule cell (Bc) drops out of A*
to be replaced by another (Cc).

A = p Mapping

Granule cells give rise to parallel fibers
which act through weighted connections on
the Purkinje output cell, varying its firing
rate. Each cell in A is associated with a
weight which may be positive or negative.
Only the cells in A* have any effect on the
Purkinje output cell. Thus, the Purkinje out-
put sums only the weights selected (or
addressed) by A*. This sum is the CMAC
output scalar variable p. For example, in fig-
ure 8, S = (7, 10) maps into A* = {Bc, Hj,
Pa, Vv} which selects the weights:

Wg. = 1.0
Wy, = 20
Wpg = 1.0
Wy, = 0.0.






Figure 10. The input vector (s;, s,) = (7, 10) selects weights Bc, Hj, Pq, and
Vv. These all overlap only at the point (7, 10). If the input vector (s;, s;)

These weights are summed to produce the
output:

p=4.0.

Thus the input S = (7, 10) produces the out-
put h(S) = 4.

In figure 8 four weights are selected for
every S vector in input space. Their sum is
the value of the output p. As the input vec-
tor moves from any point in input space to
an adjacent point one weight drops out to be
replaced by another. The difference in value
of the new weight minus the old is the dif-
ference in value of the output at the two ad-
jacent points. Thus, the difference in adja-
cent weights is the partial derivative (or par-
tial difference) of the function at that point.
As the input vector S moves over the input
space, a value p is output at each point. We
can therefore say that the CMAC computes
the function:

p = h(S).

The particular function h computed depends
on the particular set of values stored in the
table of weights. For example, the set of
weights shown in figure 8 computes the
function shown in figure 11.

In the cerebellum there are many Pur-
kinje cells which receive input from essen-

S2
B tially the same mossy fibers. Thus, there are
A many CMACs all computing on the same
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moves to (8, 10) the weight Bc will drop out to be replaced by Cc.
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input vector S. We can therefore say that a
set of L CMACs computing on the same
input vector produces a vector mapping:

P = H(S).
Data Storage in CMAC

One of the most fascinating, intensively
studied, and least understood features of the
brain is memory, and how data is stored in
memory. In the cerebellum each Purkinje
cell has a unique fiber, a climbing fiber,
which is believed to be related to learning.
Fibers from an area called the /ocus coerule-
ous have recently been discovered which
appear to be related to learning. In addition,
a number of hormones have been shown to
have profound effects on learning and reten-
tion of learned experiences.

While the exact mechanism (or mecha-
nisms) for memory storage are as yet un-
known, the cerebellar model upon which
CMAC is based hypothesizes that climbing
fibers carry error correction information
which “punishes’ synapses that participate
in erroneous firing of the Purkinje cell. The
amount of error correction that occurs at
any one experience may depend on factors
such as the state of arousal or emotional
importance attached by the brain’s evalua-
tion centers to the data being stored during
the learning process.

Cerebellar learning is modeled in CMAC
by the following procedure:

e Assume that H is the function we want
CMAC to compute. Then P = H(S) is
the desired value of the output vector
for each point in the input space. .

® Sclect a point S in input space where P
is to be stored. Compute the current
value of the function at that point
P = H(S).

® For every element in:

P:(p]JDQ)-"JpL)
and in:

~

Pz(ﬁ'l)ﬁz"")pL)

lﬁi - Pil <§

where £ is an acceptable error, then do
nothing; the desired value is already
stored. (Iﬁi — p;l is the absolute value
of 5; - Pi-)

However, if [; — p;| > &; then add &
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Figure 11. The particular set of weights shown in Figure 8 will compute the function shown here.

to every weight which was summed to
produce p; where:

- Pi — by
Ai—g< IA*I> (1)

|A*| is the number of weights in the
set A* which contributed to p, and g
is a gain factor which controls the
amount of error correction produced

by one learning experience.
If g =1, then CMAC produces oneshot
learning which fully corrects the observed
error in one data storage operation. If

0 < g < 1, then each learning experience
moves the output p; only in the direction of
the desired value p;. More than one memory
storage operation is then required to achieve
correct performance.

An example of how an arbitrary function
such as:

p = (sin x)(sin y)
where:

x =21 51/360
and:

y =2ms;/360
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Figure 12. The effect of
training CMAC on the
function p = sin (2m
sy [360) sin (21 s, [
360). (a) One training at
(51, 55) = (90, 90). (b) A
second training at (s;, s,)
=(270, 90). (c) Training at
16 points along a trajec-
tory defined by s; = 90.
(d) Training at 175 se-
lected points scattered
over the input space.

126

can be stored in CMAC is shown in figure
12. In this example the input is defined with
unity resolution over the space 0 <s; < 360
and 0 < s, < 180, and the number of
weights selected by each input is |A*| = 32.

Initially all the weights were equal to O.
The point S; = (90, 90) was chosen for the
first data entry. The value of the desired
function p = h (90, 90) is 1. By formula (1)
{where g = 1) each of the weights selected by
S = (90, 90) is set to 1/32, causing the prop-
er value to be stored at S = (90,90) as shown
in figure 12a. After two data storage opera-
tions, one at (90, 90), the other at (270, 90),
the contents of the CMAC memory are as
shown in figure 12b. After 16 storage oper-
ations along the s, = 90 axis the results are
as shown in figure 12c. After 175 storage
operations scattered over the entire input

space, the contents of the CMAC memory
are as shown in figure 12d.

CMAC Memory Requirements

The CMAC S - A* mapping corresponds
to an address decoder wherein S is the input
address and the active granule cells in A* are
select lines. These access weights whose sum
can be interpreted as the contents of the
address S. In a conventional memory, each
possible input address selects a unique single
location wherein is stored the contents of
that address, as illustrated in figure 13a. In
CMAC each possible input address selects a
unique set of memory locations, the sum of
whose contents is the contents of the input
address, as shown in figure 13b.

This suggests that the Cerebellar Model
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Arithmetic Computer might require con-
siderably less memory than a conventional
lookup table in storing certain functions.
The reason is that the number of ways that
x elements can be selected from a table of y
entries always exceeds y and, in some cases,
it does so by orders of magnitude.

A conventional memory requires RN
memory locations to store a function of N
variables, where R is the number of resolu-
tion elements on each variable. CMAC re-
quires at most K X QN memory locations,
when K is the number of quantizing func-
tions and Q the number of resolution ele-
ments on each quantizing function.

A modest example of CMACs reduced
memory requirements can be seen in fig-
ure 8 where N = 2 and R = 17. Here then
are 172, or 289, possible input vectors.

12d

- S\ I p

The CMAC shown has only 100 weights
since K = 4 and Q = 5. Thus K X QN =
100. This savings in memory size becomes
increasingly significant for large N. It allows
CMAC to store a large class of low resolution
functions of up to 12 variables over the
entire input space with computer memory
of practical size (less than 100 K bytes),
whereas conventional table lookup becomes
impractical for similar functions of more
than four variables.

An even greater savings in memory
requirements can be achieved by the use of
hash coding techniques in the selection of
addresses for the elements in A*. Hash cod-
ing allows CMAC to store functions of many
variables, so long as the information content
of the portion of the function stored does
not exceed the number of bits in the CMAC

1 ':‘;s'.-#:-l_'af‘”_f-’ o mffff Pye Y

Hash coding, a memory

addressing technique, com-

presses sparse address
space.

360
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SET OF RV
INPUTS
(ADDRESSES)

memory. For example in figure 12, the 360
by 180 (over 64,000) element input space is
represented in a 1024 location CMAC mem-
ory by hash coding.

Hash coding is a commonly used memory
addressing technique for compressing a large

but sparsely populated address space into a
smaller, more densely populated one. (See
“Making Hash with Tables” by Terry
Dolhoff in Programming Techniques: Pro-
gram Design, BYTE Books, 1979.) Many
addresses in the larger space are mapped

CONVENTIONAL TABLE LOOK-UP

-+ h (S)

Figure 13: (a) In a conventional memory,
storage of a function of N variables with
resolution R on each input variable requires
RN memory locations. Figure 13b (page 74)
illustrates the CMAC distributed memory
look-up technique.
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CMAC TABLE LOOK-UP

(DISTRIBUTED MEMORY)

M MEMORY
LOCATIONS

onto each of the addresses in the smaller
space. One method is simply to overlay
pages. Hashing works when the probability
of a collision (ie: more than one filled loca-
tion in the large memory mapping into the
same address in the small memory) is low.

CMAC can tolerate a fairly high incidence
of collisions because of its distributed mem-
ory (ie: its output is the sum of many loca-
tions). Thus a collision {which in a conven-
tional memory would make the output com-
pletely incorrect) in CMAC introduces only
a small amount of noise into the output.
Hash coding noise can be seen in the base
plane in figure 12a, b, c.

/ Figure 13b: In a CMAC

model, each input selects
a unique set of memory
locations. The number of
unique sets which can be
selected from M locations
is much larger than the in-
put M.

In CMAC, hashing noise is randomly
scattered over the input space each time new
data is stored. Thus each new data storage
operation degrades previously stored data
somewhat. The effect is that the contents of
a CMAC memory are most accurately
defined in the regions where it is most
recently stored. Old data tends to gradually
fade, or be “forgotten”, due to being hashed
over.

CMAC Memory Generalization

The fact that each possible CMAC input
vector selects a unique set of memory loca-
tions rather than a single location implies
that any particular location may be selected
by more than one input vector. In fact, the






(14a)

CMAC TABLE LOOK-UP § = S,

Figure 14. The CMAC
memory generalizes. (a) S,
selects three out of four of
the same weights as S,.
Thus output h(S,) will be
similar to h(S;), differing
only by the contents of
the location not in com-
mon. (b) When S, s
outside of the neighbor-
hood of generalization of
S, the overlap goes to 0
(except for random hash-
ing collisions).
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S = A* mapping insures that any two input
vectors which arc similar (ie: close together
in input space) will activate many of the
same granule cells, and hence select many of
the same weights. This is the property of
CMAC which causes it to generalize.

In figure 14a the input vector S, selects
three out of four of the same memory loca-
tions as S;. Thus, the output h(S,) will be
similar to h(S,), differing only by the con-
tents of the single location which is not in
common. The S = A* mapping controls the
amount of overlap between sets of sclected
memory locations such that, as the input
space distance between two input vectors in-
creases, the amount of overlap decreases.
Finally, at some distance the overlap be-
comes O {except for random hashing colli-
sions), as in figure 14b, and the sets of

selected memory locations are disjoint. At
that point input S, can be said to be out-
side the neighborhood of generalization of
S,. The vajue of the output h(S,) is thus
independent of h(S;).

The extent of the neighborhood of gener-
alization depends on both the number of
elements in the set A* and the resolution
of the s; = m;* mappings. It is possible in
CMAC to make the neighborhood of general-
ization broad along some variable axes and
limited along others by using different reso-
lution quantizing functions for different
input variables. This corresponds to the
effect in the cerebellum where some input
variables are resolved finely by many mossy
fibers and others resolved more coarsely by
fewer mossy fibers.

A good example of generalization can be



(14b)

CMAC TABLE LOOK-UP §,% S,

seen in figure 12a. Following a single data
slorage operation at $; = (90, 90) we find
that an input vector S, = (91, 90) will pro-
duce the output p = 31/32 even though
nothing had ever been explicitly stored at
(91, 90). This occurs because S, selects 31
of the same weights as ;. A third vector
S5 = (92, 90) or a fourth S = (90, 92), will
produce p = 30/32 because of sharing 30
weights with §;. Not until two input vectors
are more than 32 resolution elements apart
do they map into disjoint sets of weights.

As a result of generalization, CMAC mem-
ory addresses in the same neighborhood are
not independent. Data storage at any point
alters the values stored at neighboring
points. Pulling one point to a particular
value as in figure 12a produces the effect of
stretching a rubber sheet.

Generalization has the advantage that

#

data storage (or training) is not required at
every point in the input space in order for
an approximately correct response to be ob-
tained. This means that a good first approx-
imation to the correct H function can be
stored for a sizable envelope around a T tra-
jectory by training at only a few points
along that trajectory. For example, figure
12¢ demonstrates that training at only 16
points along the trajectory defined by s, =
90 generalizes to approximately the correct
function for all 360 points along that tra-
jectory plus a great many more points in an
envelope around that trajectory. Further
training at 175 points scattered over the
entire space generalizes to approximately
the correct response for all 360 by 180
(over 64,000) points in the input space as
shown in figure 12d.

Generalization enables CMAC to predict

2 g

h(S,) INDEPENDENT
OF h(S,)
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Figure 16. Two similar trajectories T,’Ba and TP, which have different starting
points but the same endpoint. Both trajectories define a version of an Ele-
mental Movement (SLAP) which was taught to the CMACs of figure 15,

82

July 1979 < BYTE Publications Inc

then repeated training may be required to
overcome the (in this case erroneous) ten-
dency of CMAC to generalize by building up
large differences in the few weights which
are not in common.

In most behavioral control situations,
sharp discontinuities requiring radically dif-
ferent outputs for highly similar inputs do
not occur. Indeed most servocontrol func-
tions have simple S shaped characteristics
along each variable axis. The complexity in

800 -
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TOTAL WEIGHT ADJUSTMENT PER SESSION

200

100

TRAINING SESSIONS

Figure 17. CMAC learning and generalization
performance on the SLAP motion Tp .
Curve i is with no previous training. Curde
ii is after 20 training sessions on the similar
trajectory Tp b The improvement of ji over
i is due to generalization.

control computation in multivarient servo-
systems typically derives from cross-
products which affect the slope of the func-
tion, or produce skewness, and nonsymetri-
cal hills and valleys in various corners of the
N dimensional space. As can be seen from
figure 11 these are the type of functions
CMAC can readily store, and hence com-
pute. Nevertheless, even on smooth func-
tions generalization may sometimes intro-
duce errors by altering values stored at
neighboring locations which were already
correct. This type of error corresponds to
what psychologists call learning interference,
or retroactive inhibition.

For example, in the learning of the two
similar trajectories in figure 16, training on
Tp, causes degradation or interference
with what was previously learned on Tﬁb.
This can be seen in figure 18 where, after 20
training sessions on Tﬁb, the CMAC is
trained 20 sessions on T, Following this
the performance on Tp, is degraded. How-
ever, the error rate on Tp, quickly improves
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Figure 18. The effect of learning interference. If training on Tp , IS interrupted by training on the similar trajectory Tp,, a de-
gradation in performance on T§ , is observed. Repeated iterations gradually overcome this learning interference.
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over another 20 training sessions. Following
this another 20 training sessions are con-
ducted on Tp_. Again degradation in Tp
due to learning interference occurs, but not
as severely as before. Another set of 20
training sessions on Tp  followed by another
20 on Tp, shows that the amount of learn-
ing interference is declining due to the build-
up of values in the few weights which are
not common to both Ts_and Ts, . Thus,
learning interference, or retroactive inhibi-
tion, is overcome by repetition of the learn-
ing process.

CMAC as a Computer

The ability of CMAC to store and recall
(and hence compute) a general class of
multivarient mathematical functions of the
form P = H(S) demonstrates how a relatively
small cluster of neurons can calculate the
type of mathematical functions required for
multivarient servomechanisms, coordinate
transformations, conditional branches, task
decomposition operators, and 1F/THEN
production rules. These are the types of
functions that we showed in part 1. They are
required for generating goal-directed
behavior (ie: the purposive strings of behav-
ior patterns such as running, jumping, flying,
hunting, fleeing, fighting, and mating, which
are routinely accomplished with apparent

ease by the tiniest rodents, birds, and even
insects).

In the case of multivarient servomecha-
nisms the S vector corresponds to commands
plus feedback (ie: S = C + F). For coordinate
transformations the S vector contains the
arguments as well as the variables in the
transformation matrix.

In the case of conditional branches, one
or more of the input variables in S can be
used to select different regions in input
space where entirely different functions are
stored. Assume, for example, that in figure
12 a third variable sy had been included in
the function being stored. Assume that s3 is
held constant at s3 = O while storing the
function p = (sin x)(sin y). Following that,
an entirely different function, say p = 3x
+ Sy2, could be stored with s3 held con-
stant at s3 = 50. Since every point in the
input space for s; = 0 is outside the neigh-
borhood of generalization of the input space
for s3 = 50, there would be no interference
except for random hashing collisions. The
stored function would then be:

p=(sinx)(siny) ifs3=0
p=3x + 5y2 if s3 = 50

In the interval 0 < s3 < 50 the function
would change smoothly from p = (sin x)
(sin y) to p = 3x + 5Y2. Additional func-
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Figure 19. A CMAC with feedback directly from output to input behaves
like a finite state automaton for binary inputs and outputs. It behaves like
a ‘“‘fuzzy state automaton” for nonbinary s and p variables.

It is possible to construct

a CMAC equivalent of

any finite state automaton.
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tions could be stored for other values of s3,
or other conditional variables sg4, s5, and so
on might be used for additional branching
capabilities. If these conditional variables are
part of a command vector, then each dif-
ferent input command can select a different
subgoal generator. If they are part of the
feedback, then different environmental con-
ditions can trigger different behavioral pat-
terns for accomplishing the subgoals.

If some of the variables in the P output
vector loop directly back to become part of
the S input vector (as frequently happens in
the cerebellum as well as in other parts of
the brain), then CMAC becomes a type of
finite state automaton, string generator, or
task decomposition operator. For example,
the CMAC in figure 19a behaves like the
finite state automaton in 19b. The loop-
back inputs s, and s, define the state of the
machine, and s4 is the input. The H function
defines the state transition table. In general
it is possible to construct a CMAC equival-
ent of any finite state automaton. Of course,
CMAC can accept inputs and produce out-
puts which are nonbinary. Furthermore, the
outputs generalize. Thus, CMAC is a sort of
“fuzzy state automaton.”

A Cerebellar Model Arithmetic Computer
with direct feedback from output to input
demonstrates how a neural cluster can gener-
ate a string of outputs (subgoals) in response
to a single input, or unchanging string of
inputs. Additional variables added to F from
an external source increase the dimension-
ality of the input space and can thus alter

the output string (task decomposition) in
response to environmental conditions.

The different possible feedback pathways
to a CMAC control module cast light on a
long standing controversy in neurophysiol-
ogy regarding whether behavior patterns are
generated by “stimulus-response chaining’’
(ie: a sequence of actions in which feedback
from sensory organs is required to step from
one action to the next) or by ‘“central-pat-
terning” (ie: a sequence which is generated
by internal means alone). A CMAC hierarchy
may include tight feedback loops from the
output of one level back to its own input to
generate central patterns, longer internal
loops from one level to another to cycle
through a sequence of central patterns, as
well as feedback from the environment to
select or modify central patterns or their
sequence in accordance with environmental
conditions.

The above discussion makes it obvious
that CMAC can also implement IF/THEN
production rules by the simple mechanism
of making the S vector (or the T, trajectory)
correspond to an {F premise. The P vector
output {or Tp trajectory) becomes the
THEN consequent.

The capability of CMAC to simulate a
finite state automaton, to execute the equiv-
alent of a conditional branch, and to com-
pute a broad class of multivarient functions
makes it possible to construct the CMAC
equivalent of a computer program. Con-
versely it is possible to construct a hierarchy
of computing modules, perhaps imple-
mented on a network of microprocessors,
which is the equivalent of a CMAC hier-
archy. This has profound implications re-
garding the type of computing architecture
which might be used to build a model of
the brain for robot control.

Note in this regard that CMAC produces
nothing comparable to a DO loop or an
interrupt. Each CMAC is a state machine
which samples (or polls) a set of input vari-
ables and computes a set of output variables.
There is no way that it can be instructed to
DO something N times. CMAC can, of
course, perform a DO-UNTIL in the sense
that if the input is constant, the output will
remain constant until the input changes.
Thus for a constant input 5;, CMAC wili
DO P; = H(S;) UNTIL S; changes to S,.
But this is not a DO loop in the customary
sense.

Similarly, one or more of the CMAC
input variables can be used to “interrupt”
an ongoing trajectory by causing a branch
to a new trajectory. A hierarchy of CMACs
can return to the interrupt trajectory after
a deviation, if the higher level goals remain












CLASS I

CLASS 1T

REGION 2

PATTERN + CONTEXT
SPACE

D=E+R

Figure 20. The D vector is composed of sensory variables E and context vari-
ables R. The function G recognizes the existence of a D vector in a particular
region of pattern plus context space by outputting a Q vector which is the
name of that region.
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vectors in the sensory processing hierarchy
and those in the behavior-generating hier-
archy. Thus we will define the input vector
to a CMAC pattern recognizer as:

D=E+R
where:
E=(d],d2,...,di)

is a vector, or list, of data variables derived

from sensory input from the external

environment, and:
R= (di"’]’ ey dN)

is a vector of data variables derived from re-

called experiences, or internal context. The

CMAC mapping operator in the sensory
processing hierarchy will be denoted G and
the output Q such that:

Q=G(D)

We can now define a CMAC D vector to
represent a sensory pattern plus context
such that each component d; represents a
data point or feature of the pattern plus
context. The existence of the D vector with-
in a particular region of space therefore
corresponds to the occurrence of a particu-
lar set of features or a particular pattern in a
particular context. The recognition problem
is then to find a set of CMAC weights such
that the G function computes an output
vector:

Q=G(D)

such that Q is the name of the pattern plus
context D as shown in figure 20.

In other words G can recognize the exis-
tence of a particular pattern and context
(ie: the existence of D in a particular region
of input space) by outputting the name Q.
For example,

Q = Class | whenever D is in Region 1
Q = Class I whenever D is in Region 2

etc.

The D - A mapping in the sensory
processing CMAC can be chosen so as to
define the size of the neighborhood of gen-
eralization on the input space. This means
that, as long as the regions of input space
corresponding to pattern classes are reason-
ably well separated, the G function can
reliably distinquish one region of input space
from another and hence classify the corre-
sponding sensory patterns correctly.

In the case where the D vector is time de-
pendent, an extended portion of a trajectory
Tp may map into a single name Q as shown
in figure 21. It then is possibie by integrating
Q over time and thresholding the integral to
detect, or recognize, a temporal pattern Tp
such as a sound or a visual movement.

Note that the recognition, or naming, of a
temporal pattern (as illustrated in figure 21)
is the inverse of the decomposition of a task
as illustrated in figures 14 thru 17 in the pre-
vious article in this series. In task decompo-
sition a slowly varying command C is decom-
posed into a rapidly changing output P. In
pattern recognition a rapidly changing
sensory experience E is recognized by a
slowly varying name Q.
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Figure 21. A time varying D vector traces out a trajectory T which repre-
sents a sensory experience T taking place in the context Tg. A section of
a Tp trajectory which maps into a small region of Q space corresponds to
the recognition of an extended temporal pattern as a single event.
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The Use of Context

It frequently occurs in pattern recogni-
tion or signal detection that the instantane-
ous value of the sensory input vector E is
ambiguous or misleading. This is particu-
larly true in noisy environments or in situa-
tions where data dropouts are likely to
occur. In such cases the ambiguity can often
be resolved or the missing data filled in if the
context can be taken into account, or if the
classification decision can make use of some
additional knowledge or well founded pre-
diction regarding what patterns are
expected.

In CMAC the addition of context or pre-
diction variables R to the sensory input E
such that D = E + R increases the dimension-
ality of the pattern input space. The context

variables thus can shift the total input (pat-
tern} vector D to different parts of input
space depending on the context. Thus, as
shown in figure 22, the ambiguous patterns
E, and E,, which are too similar to be relia-
bly recognized as being in separate classes,
can easily be distinguished when accom-
panied by context Ry and R,.

In the brain, many variables can serve as
context variables. In fact, any fiber carrying
information about anything occurring simul-
taneously with the input pattern can be re-
garded as context. Thus context can be data
from other sensory modalities as well as
information regarding what is happening in
the behavior-generating hierarchy. In many
cases, data from this latter source is particu-
larly relevant to the pattern recognition task,
because the sensory input at any instant of
time depends heavily upon what action is
currently being executed. For example,
information from the behavior-generating
hierarchy provides contextual information
necessary for the visual processing hierarchy
to distinguish between motion of the eyes
and motion of the room about the eyes.

In a classic experiment, von Holst and
Mittelstaedt demonstrated that this kind of
contextual data pathway actually exists in
insects. They observed that a fly placed in a
chamber with rotating walls will tend to
turn in the direction of rotation so as to nuil
the visual motion. They then rotated the
fly’s head 180° around its body axis (a pro-
cedure which for some reason is not fatal to
the fly) and observed that the fly now
circled endlessly. By attempting to null the
visual motion it was now actually increasing
It.

Later experiments with motion percep-
tion in humans showed that the perception
of a stationary environment despite motion
of the retinal image caused by moving the
eyes is dependent on contextual information
derived from the behavior-generating hier-
archy. The fact that the context is actually
derived from the behavior-generating hier-
archy rather than from sensory feedback can
be demonstrated by anesthetizing the eye
muscles and observing that the effect
depends on the intent to move the eyes, and
not the physical act of movement. The per-
ceptual correction occurs even when the eye
muscles are paralyzed so that no motion
actually results from the conscious intent to
move.

CMAC as a Predictive Memory
Contextual information can also provide

predictions of what sensory data to expect.
This allows the sensory processing modules






experience Tg;. These predictive memory

modules thus provide the sensory processing
l hierarchy with a memory trace of what
Ca sensory data occurred on previous occasions
Fo when the motor generating hierarchy (and
Hq other parts of the brain) were in similar
states along similar trajectories. This pro-
vides the sensory processing system with a
prediction of what sensory data to expect.
What is expected is whatever was experi-
Cs enced during similar activities in the past.
Ea In the ideal case, the predictive memory
Hs modules M, will generate an expected
sensory data stream Tg, which exactly
duplicates the observed sensory data stream
Te,. To the extent that this occurs in
practice it enables the G; modules to apply
Ca very powerful mathematical techniques to
Es the sensory data. For example, the G;

Fa H modules can use the expected data TRi to:
2

Qs ‘ Xa

R Pa
Gq 4 My

03 ‘X3

R P
Gs 3 M3 . 3

Q2 ‘xz ® Perform cross-correlation or convolu-

Ry P, tion algorithms to detect sync patterns

G2 M2 and information bearing sequences

C buried in noise.

€2 ® Flywheel through data dropouts and

F noise bursts.

® Detect (or recognize) deviations or
even omissions from an expected
pattern as well as the occurrence of
the pattern in its expected form.

R Py
G M

If we assume, as shown in figure 23, that
predictive recall modules exist at all levels of
the processing-generating hierarchy, then it
is clear that the memory trace itself is multi-
leveled. In order to recall an experience
precisely at all levels, it is necessary to gen-
erate the same context (ie: P; + X; address)
at all levels as existed when the experience
was recorded.

SENSATION ACTION

ENVIRONMENT

Figure 23. A cross-coupled, processing-generating hierarchy. The M; modules
remember sensory experiences which occur in association with specific ac-
tivity in the generating hierarchy (P;) and other sensory modalities (X;).
The M; modules thus learn a set of internal expectations (ie: a predictive
model) of the external world as seen through the sensory input channels.

Internal World Model

We can say that the predictive memory
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modules M, define the brain’s internal model
of the external world. They provide answers
to the question, “If | do this and that, what
will happen?’ The answer is that whatever
happened before when this and that was done
will probably happen again. In short, |F | do
Y, THEN Z will happen when Z is what-
ever was stored in predictive memory the last
time (or some statistical average over N last
times) that | did Y, and Y is some action
such as performing a task or pursuing a goal
in a particular environment or situation,
which is represented internally by the P
vectors at the various different levels of the
behavior-generating hierarchy and the X
vectors describing the states of various other
sensory processing behavior-generating hier-
archies.

The M; modules (as all CMAC modules)
can be thought of as storing knowledge in
the form of IF/THEN rules. The CMAC
property of generalization produces a recall
vector R; (a THEN consequent) which is
similar to the stored experience so long as
the context vector P, + X; (the IF premise)
is within some neighborhood of the context
vector during storage.

Much of the best and most exciting work
now going on in the field of artificial intel-
ligence revolves around IF/THEN produc-
tion rules, and how to represent knowledge
in large computer programs based on pro-
duction rules. Practically any kind of knowl-
edge, or set of beliefs, or rules of behavior
can be represented as a set of production
rules. The CMAC hierarchy shown in figure
23 illustrates how such computational mech-
anisms can arise in the neurological structure
of the brain,

Conclusion

We have now completed the second step
in our development. | have described a neu-
rological model which can store and recall
(and hence compute) a broad class of mathe-
matical functions. | have shown how a hier-
archical network of such models can execute
tasks, seek goals, recognize patterns, re-
member experiences, and generate expecta-
tions. The final part of this series will include
a brief overview of evidence that such net-
works actually exist in the brain. Also, this
part will describe how a CMAC hierarchy
can create plans, solve problems, and produce
language. Finally 1 will discuss the design of
robot control systems incorporating these
properties and offer some suggestions as to
how brain-like computing networks might be
constructed and trained.®
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August 1-3, Microcomputer Applications,
Southern Technical Institute, Marietta
GA. The emphasis of this seminar will be
on the applications of microcomputers
in industry. Software, hardware and
interfacing techniques will be discussed,
Contact Dr Richard L Castellucis, South-
ern Technical Institute, Electrical Engi-
neering Technology Dept, 534 Clay St,
Marietta GA 30060

August 6-8, Pattern Recognition and
Image Processing, Hyatt Regency Chi-
cago O’Hare, Chicago L. This con-
ference is sponsored by the Machine
Intelligence and Pattern Analysis Com-
mittee of the IEEE Computer Society.
The program will consist of submitted
and invited papers and a large trade
show of graphics and image processing
equipment. Contact PRIP 79, POB 639,
Silver Spring MD 20901.

August 6-10, SIGGRAPH '79, Chicago
IL. This sixth annual conference on com-
puter graphics will feature tutorials,
technical sessions and an exposition of
state-of-the art computer graphics and
image processing equipment, Contact
Maxine D Brown, SIGGRAPH '79 Expo-
sition, Hewlett-Packard, 19400 Home-
stead Rd, Cupertino CA 95014,

August 6-10, Modern Communication
Systems: Analysis and Design, Univer-
sity of Southern California, Los Angeles
CA. This course is devoted to the anal-
ysis and design of modern communi-
cation systems, with emphasis on the
derivation of practical design equations
useful for trade-off studies and overall
synthesis. Contact University of South-
ern California, Continuing Engineering
Education, Los Angeles CA 90007.

August 6-10, Advanced Microcomputer
System Development: High Level Lan-
guages, Technology Trends, and Hands-
On Experience, University of Southern
California, Los Angeles CA. This course
is intended to present the participants
with a clear picture of the microcom-
puter revolution, provide hands-on pro-
gramming experience using Extended
BASIC and FORTRAN, analyze technol-
ogy trends in the microcomputer field,
and assess the impact of VHSI/VLSI.
Contact University of Southern Cali-
fornia, Continuing Engineering Educa-
tion, Los Angeles CA 90007.

August 8-10, SIGPLAN Symposium on
Compiler Construction, Boulder CO.
This symposium will consider methods
of, and experience with, constructing
compilers. The emphasis will be less on
theoretical methods, and more on tech-
niques applied to reai compilers. Contact
Professor Leon Osterweil, Dept of Com-
puter Science, University of Colorado,
Boulder CO 80309.

August 8-10, First Annual Conference
on Research and Development in Per-
sonal Computing, Hyatt Regency O’Hare,
Chicago IL. This conference is sponsored
by the Association for Computing Ma-

chinery {ACM) Special Interest Group
on Personal Computing (SIGPC). A
large trade show of personal computer
and graphics equipment is planned to
accompany an assortment of papers,
panels, user group meetings, workshops,
and person-to-person poster booths.
Contact Bob Gammill, Computer Sci-
ence Division, Dept of Mathematical
Sciences, 300 Minard Hall, North Dakota
State University, Fargo ND 58102,

August 13-15, Conference on Simulation,
Measurement and Modeling of Computer
Systems, Boulder CO. This conference
will feature performance prediction tech-
niques employed during the design, pro-
curement and maintenance of computer
systems. It will provide a forum for both
applied and theoretical work in the disci-
plines of performance monitoring, mod-
eling, and simulation of computer sys-
tems, Contact Gary Nutt, Xerox PARC,
3333 Coyote Hill Rd, Palo Alto CA
94304.

August 13-16, Q-GERT Network Mod-
eling and Analysis, Ramada inn, Lafay-
ette IN 47905, This course will provide
the attendee with the information neces-
sary to model complex systems using
Q-GERT. Emphasis will be on the pro-
cedures for modeling and analysis.
Contact Pritsker and Associates Inc,
POB 2413, W Lafayette IN 47906,

August 13-17, High Speed Computation:
Vector Processing, The University of
Michigan, Ann Arbor MI, In this course,
the architectural, software, and algorith-
mic issues of vector architecture are co-
ordinated by the discussion of concepts
in computer architecture, and by de-
tailed study of current vector proces-
sors and their use, Contact Engineering
Summer Conferences, 400 Chrysler Ctr,
North Campus, The University of Mich-
igan, Ann Arbor M| 48109.

August 19-22, International Conference
on Computing in the Humanities, Dart-
mouth College, Hanover NH, This con-
ference is intended to foster computer
research and technique in all areas of
humanistic study; to promote interna-
tional cooperation in the development of
programs, data banks, and equipment;
and to make the results of research avail-
able. The program will include a plenary
session each evening and shorter ses-
sions during the day. Contact Stephen V
F Waite, Kiewit Computation Ctr, Dart-
mouth College, Hanover NH 03755.

August 19-24, 1979 Symposium for
Innovation in Measurement Science,
Hobart and William Smith Colleges,
Geneva NY, Sponsored by the Scientific
Instrumentation and Research Division
of the Instrument Society of America,
scheduled sessions at this symposium
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include innovation in computers and
electronics, mass flow measurement,
chemical analysis, applied analysis in
instrument control, physical analysis,
medical instrumentation, and advances
in industrial measurement. Contact In-
strument Society of America, 400 Stan-
wix St, Pittsburgh, PA 15222,

August 23-26, National Small Computer
Show, New York Coliseum, New York
NY. Exhibitions will include those of
major manufacturers, distributors, and
publications in the small computer field,
A lecture series will include topics of
interest to business and professional
people, hobbyists and the general
public. Contact National Small Com-
puter Show, 74 E 56th St, New York
NY 10022.

September 46, International Conference
and Exhibition on Engineering Software,
University of Southampton, Engiand.
The aim of this conference is to provide
a forum for the presentation and discus-
sion of recent advances in engineering
software and the state-of-the-art in this
field. The exhibition, held in conjunc-
tion with the conference, will cover all
software products, services and equip-
ment related to engineering software,
Contact Dr R Adey, Engsoft, 6 Cran-
bury Place, Southampton SO2 OLG,
ENGLAND.

September 4-7, Compcon Fall '79,
Capital Hilton Hotel, Washington DC.
This 18th (EEE Computer Society
International conference will present the
latest developments in microprocessor
architecture, support software, operating
systems, and peripheral devices. Contact
IEEE Computer Society, POB 639,
Silver Spring MD 20901,

September 5-8, Info/Asia, Ryutsu Center,
Tokyo. This exposition will be devoted
to information management, computers,
word processing and advanced business
equipment. The exposition will be ac-
companied by a four day conference.
Contact Clapp and Poliak Inc, 245 Park
Av, New York NY 10017.

September 18-20, Wescon/79, St Francis
Hotel, San Francisco CA. Contact Elec-
tronic Conventions Inc, 999 N Sepulveda
Bivd, El Segundo CA 90245.

September 25-27, WPOE '79, San Jose
Convention Ctr, San Jose CA. This show
will be dedicated to word processing and
office/business equipment, services and
materials, Complementing the exhibit
will be a three day executive conference
program that focuses on emerging tech-
nologies and their applications in the
office. Contact Cartlidge and Associates
Inc, 491 Macara Av, Suite 1014, Sun-
nyvale CA 94086.

September 26-29, MIMI 79, Queen Eliz-
abeth Hotel, Montreal, Canada. This
symposium is intended as a forum for
the presentation and discussion of recent
advances in mini and microcomputers
and their applications. Special emphasis

July 1979 © BYTE Publications Inc

will be given to the theme of the con-
ference, “The Evolving Role of Minis
and Micros Within Distributed Process-
ing.” Contact The Secretary, MIMI ’79
Montreal, POB 2481, Anaheim CA
92804,

September 28-30, Northeast Personal
and Business Computer Show, Hynes
Auditorium, Boston MA. Displays and
exhibits will showcase microcomputers
and small computer systems of interest
to businesspeople, hobbyists, profes-
sionals, etc. Lectures and seminars will
be presented for all categories and levels
of enthusiasts, including introductory
classes for novices. Contact Northeast
Exposition, POB 678, Brookline MA
02147,

Letiers

Text continued from page 6:
written) would only perform garbage
collection.

There are more facilities which could
be added to this simple data base struc-
ture, but it would probably be better to
stop at this point.

Jack L Warner

Bell Laboratories

600 Mountain Ave
Murray Hill NJ 07974

HAMMING ERROR CORRECTING
CODE HAS PROBLEMS?

Michael Wimble recently described a
method for storing coded data using a
Hamming error correcting code which
will correct a single bit error and detect
double bit errors (February 1979 BYTE,
page 180). It is very similar to a scheme
I have used successfully for several
years and recently published (Computer
Design, September 1978).

Mr Wimble's scheme, however, will
cause havoc with some data recording
devices as some of his coded bytes are
exactly the same as some of the common
control characters, ie: his data 3, coded
as a hexadecimal 93, is identical to the
ASCH Device Control 3 character, and
data E, coded as a hexadecimal IE, is the
ASCIl Record Separator. The latter
should not cause trouble, but the former
will automatically activate or deactivate
some kinds of papertape terminals.

If this is likely to be a problem on
the equipment you are using, one simple
way to overcome it is to omit the P4
parity bit altogether and use strictly 7
bit codes. The media channel on which
the omitted bit wouid have been stored
is then placed so that no objectionable
control characters are ever generated
{except, of course, by error). Programs
to generate and decode such schemes are
presented in the Computer Design paper
cited above.

You are not able to detect double
errors using only 7 bits, but if your

equipment is that bad it’s probably time
to pack it in anyway.

George White

Institut de Recherche

d’'Informatique et d’Automatique

Domaine de Voluceau

Rocquencourt BP 105

78150 Le Chesnay FRANCE

COMMENTS FROM A CHESS MASTER

1 was most flattered to read the story
about my chess match with CHESS 4.7
("“Chess 4.7 versus David Levy’ Decem-
ber 1978 BYTE, page 84) and | am
delighted that you have been giving chess
such excellent coverage in the pages of
your magazine.

Since your article appeared | have
been plagued by people writing to
ask whether | have collected the $2,500
that | won in the bet. Professors Donald
Michie (Edinburgh University), John
McCarthy (Stanford University) and
Seymour Papert (MIT) paid promptly
and with great sportsmanship, just as |
would have done had ! lost the bet.
Edward Kozdrowicki (Aerospace Cor-
poration, El Segundo CA) has refused all
attempts to persuade him to pay.

[ hope that this will answer any
further readers who might be curious

about the bet. David N L Levy
104 Hamilton Terrace

London NW8 9UP

ENGLAND *

BYTE's Bugs

Community Bulletin Board Correction

In the BYTE News for April 1979
(page 195) we mentioned that there was
a PCNET run by the Chicago Area Com-
puter Hobbyist Exchange, We should
have said that a Community Bulletin
Board is privately run by Ward Christen-
sen and Randy Suess.

Correction

In May’s “What's New”’ on page 254
we listed Semionics Associates’ REM
S-100 board as having a capacity of 8 K
bytes and priced at $525. This should
have read “The REM S-100 add-in
recognition memory board has a capa-
city of 4 K bytes and is priced at $345.”

Trap Door Trap

For shame! The National Bureau of
Standards standard data encryption
algorithm is not a trap-door algorithm.
That term refers to one-way or public
key systems.

Don McClimans

Computer Systems Consultant
41 Washburn Pk

Rochester NY 14620

Oops! You, along with several other peo-
ple, caught us with that one. [RGAC]®
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between the different curves, and the varia-
tion in the amplitudes. These form the
mathematical base for the figure.

The other class of figures relies on mathe-
matics not for the positioning of the actual
lines but for the meaning or the importance
of the resulting total plot. For these figures,
the actual equations which are plotted are
not as important as the relationships which
are revealed. Some examples of this class are
moiré patterns and projection plots of multi-
dimensional figures (see reference 12).

An example of a moire figure is shown in
figure 2. Notice that the lines in this figure

are nothing more than regularly spaced radii
of two circles — lines whose equations are
easily determined. What /s fascinating is the
complex interference pattern, a pattern
which can express complex relationships
between those lines. In this article, these two
classes of figures will be discussed by ex-
amining in detail one example of each.

Crest
An example of a computer generated fig-

ure which relies on complex mathematical
relationships for its beauty is the crest,
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Figure 2: Moiré figure, an
interference pattern be-
tween regularly spaced
radii of two circles.
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woin s an ne3EAL Alone

—. CP/M* FDOS — Diskette Uperabng System complete with

Text Editor, Assembler, Csbugger, File Manager and grstem
utilities. Available for wide vanety of disk systems inciuding
North Star, Helios I, Micropois, iCOM (all systems) and Altaw
Supports computers such as Sorcerer, Horizon, Sol System 1,
Versatile. Allair 8800, COMPAL-B0, DYNABYTE DB8/2, and
ICOM Attache. Specify desired configuration ... $145/$25

1 MAC — 2080 Macro Assembler. Full Intel macro definitions.

Pseudo Ops include RPC. IRP, REPY. TITLE, PAGE, and
MACLIB. Z-B0 library inciuded. Produces Intel absolule hex
output plus symbols fila for use by SID (see below) S100/$15

[0 SID — 8080 symbolic debugger. Full trace, pass count and

break-point program testing system with back-trace and histc-
gram ubiies. When used with MAC, provides full symbalic
display of memory labels and equated values . .. 5815

UJ TEX — Text formatter to create pa inated, page-numbered

and justified copy frorm source text files, directable 1o disk or
o141 -1 $85/$15

D) DESPOOL — Program to permit simultaneous printing of

data from disk whie user executes ancther program from the
CONSOME .. oo oo S50/51

MICROSOFT

{1 Disk Extended BASIC — New version, ANSI compatibl

with long vanable names, WHILE/WEND, chaining, vanabl
lengih fiferecords .. ......... ... ... .. oL 82!

{1 FORTRAN-80 — ANSI 66 {except for COMPLEX) plu

many extensions, includes relocatable object complier, linkin
{oader, library with manager. Also includes MACRO-80 (se
BEIOW) . e e e $4

(] COBOL-BI] — ANSI 74 Psaudo-compiier with relocatable

bjact runtime package, Format same as FORTAAN-80 and
MACRQ-80 modules. Cumplete ISAM, interactive ACCEPT/
DISPLAY. COPY, EXTEND . .. $625/825

L] MACRO-80 — B0BD/280 Macro Assembler. Intel and Zilog

mnemonics supported. Relocatable linkable outpul. Loader,
Library Manager and Cross Reference List utilitioss insl!u‘ded
............................................. 1=

] MACRO-80 plus FOATAAN subroutine library avalable, L

brary includes ABS, SIGN. EXP. DLOG. SQAT, DSQRA
ATAN DATANetc. alc. ... ... ... . ... $219/81

[] EDIT-B0 — Very fasi random access text editor 1or text with

withalt ling numbers. Global and (ntra-line commands sw|
ported. File compare utility included .............. SBWE1

XITAN (software requires Z-80 CPU)

] Disk BASIC — Fast powerful interactive interpreter. PRI

VACY password security. Can dynamically open a large
number of files simultaneously for random or sequential 11D
............................................ $159/$20

3 Z-TEL — Text edting lan%uage. Expression evaiuation itera-

tion and condisonal branching ability. Registers available for
text and commands. Macro command strings can be saved on
ISk [0 T@-USE ... i s $89/520

[1 ASM Macro Assembler — Mnemonics per Inte) with Z-B0 ex-

tensions. Macro capabilities with absclute Intel hex or relocat-
able linkable output medules . ... ..o oL $E9/S

LINKER — Link-edits and loads ASM modules .. .$62/$20

Z-BUG debugger — Trace, break-point tester. Supports dec-
imal, octal and hex modes. Dissassembler to ASM mneronic
sot. Emulation lechnique pemits full tracing and Dreak-point
suppottthrough ROM ... ... ol $89/620

“UF Mo a trade: name of Bigial Research
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(] Word Master Text Editor —

Saftwars
with / Manual
Manual{ Alohe
TOP Text Oulput Processor — Creates page-nurnbered Jus-
tifizd documenis from source text files .. .. . $69/520

Snl:gor BASIC — Sub-set of Xitan Qisk BASIC with exlensive
thretic and string features but without random access data
file support. Availabte ca:honally with teatures to support VOB
Xitan video outputboard ... .. ... ... ... 29/$20

A3 package includes Z-TEL, TOP, ASM and Suger HASIC

249/$40
A3+ package ncludes Dlsk BASIC Z-TEL, TOP, ASM,
Z-BUG and LINKER . .. 5409/340
MICROPRO
Super Sort 1 — Sont, margs, axtract utiity as absolute

exaculable program or linkable module in Microsoft format.
Sorts fixed or vanable records with data in binary, BCO,
Packed Decimal. EBCDIC, ASCII floating, fixed point, expo-
nential. field justfied, elc. elc. Even variable nurnber of tields
per record! | $250/8$25%

Super Sort II — Above avalable as absolute program only
. $200/$25

...................... $150/525

In ona mode has super-set of
CPiM's ED commands indudin?aglobal searching and replac-
ing, forward and backwards in file. in videc mode, providas full
screen edior for users with serial addressable-curser terminal

e o . §150/325

.orrespondar — Mail list system, 5uppor1mg 1orm letter
aneration with personakzed greetings Reference fields per-
it sorling and extraction by name, address fields or reference
atla using Super Sort. Requires CBASIC . 595/825

iIOFTWARE SYSTEMS

'BASIC-2 Disk Exiended BASIC — Non-interactive BASIC
with Fseudo -code compiler and runtims interpreter. Suppornts
full file control, chaning, wnteger and extended precision var-
iables efc. Version 1 users can receive Version 2 and new
manual for $45 with return of original diskete. Standard CP.M
and TRS-80 CP'M versions available SBOIS1S

STRUCTURED SYSTEMS GROUP

Genoral Ledger — Interactive and flexible system providing
~root and report outputs, Customization of COA created inter-
clively. Mulliple branch accounting centers. Extensive check-
g performed at data eniry tor proof, COA correciness etc.
ournal entries may be batched pnor o posting. Closing pro-
edure auviomalically backs up npul files. All reports can be
silored as necessary. Reguires CBASIC ... . . $899/520

iccounts Recelvable — Cpen tem systermn with output for
narnal aged reports and customear-oriented statement and bill-
n1g purposes. On-Line Enquiry permits information for Cus-
tomer Service and Credit departments. Interface to General
Ledger prowded if both systems used. Fleqmres CBASIC

. $699/520

Accounts Payable — Provides aged statements ol ac-
cournts by vender with chack writing for selected invoicas. Can
be used alone or with General Ledger and/or with WAD. Re-
quires CBASIC . ... ... ... .0 .. ... $6899/520

NAD Name and Address selection system — interactive mail
list creation and maintenance program with output as full re-
ports with reference data or restricted information for mail
labels. Transfer system for extraction and tfransfer of salecied
records to creale new files. Requires CBASIC ... 579/320

QSORT — Fast sorymerge Program for files with fixed record
length, vanabte fieid length information. Up to five ascending or
descending keys. Full back-up of input files created. Parameter
file created, optionally with interactive program which requires
CBASIC. Parameter file may be generated with CP'M assemn-
Dlerulilty ... . .. $95/820






Figure 3: “Crest.” This figure is composed of fundamental units shown in
figure 5, and the author’s algorithm is explained in the text.

60°

I
I
{
Figure 4. Decomposition of crest in figure 3.
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Text continued from page 107:

By redoing this work in rectangular coor-
dinates, we can see how much easier it is to
manipulate these equations in the polar co-
ordinate system. The reflected, rotated, and
translated coordinates of a point (X,Y) can
be calculated with the matrix equation
which is called g in table 1.

Substituting the specific values needed to
repeat the previous work and multiplying
the three 3 by 3 matrices together, we ob-
tain equation b in table 1. This is the same
result obtained earlier.

It is now a trivial matter to obtain the
lines in figure 5 by drawing chords between
points selected equiangularly along each of
the two curves. One can extend this by
similar modifications to the equation r =
ae= 9/ to obtain the crest in figure 3. The
constants ¢ and b determine the size of the
resulting plot and the curvature of each of
the six “leaves’’ respectively.

The Dissected Square

The plot in figure 9 is not too difficult
to understand at first glance {see reference
7). In essence it is a set of concentric squares
with the area between the squares divided
into smaller squares. Postponing the detailed
discussion until later, the figure can be con-
structed in the following manner: given a
square with a side of length X, construct
a concentric square with a smaller side of
length Y. The value of Y is determined by X
in a manner to be explained later, but note
that Y < X. Extend the sides of the smaller
square until they meet the edges of the
square of side X. The intermediate result is
shown in figure 10, Divide the shaded
regions into squares. (It will be shown that
this is always possible when X and Y are
chosen carefully.) At this point, consider the
square of side Y to be the outer square and

Figure 5: Fundamental
building block of the crest
figure. The form of the
curves resembles a loga-
rithmic spiral.






h X

Figure 6: Logarithmic spiral with equation of form r = ae ~9/% using polar
coordinates.

y = ae 8P sin(g) y = ae " 8/b sin(0)

Peos(@+w/3)+acos(w/3)

ae 8/Pgin(8+x/3) +asin(x/3) y= aéBsin (6 + w/3)

Figure 7. Graphs and equations of a fogarithmic spiral as it is reflected about
the y axis, rotated cfockwise by 60°, and translated.

Figure 8: Superimposition of graph of: x=—ae=%/° cos(§ — n/3) +a cos /3;
and y=ae=0/% sin(8 — w/3) + a sin m/3; which yields the desired envelope
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begin again by choosing a suitable Y' where
Y’ < Y. This process is terminated when Y’
assumes a certain specified value. What is
significant about this plot, however, is the
mathematics that it represents. This figure
proves the following theorem:

2
n n

¥ i3 = b
i=1 i=1

for all positive integers, n (an offshoot of the
theorem of Nicomachus) for the case n = 26.

To see this, it is easier to examine the
associated figure for a smaller n than 26, say
n = 6 (see figure 11). If the smallest squares
in the center of the figure are taken as unit
squares, then the area of the large square can
be calculated in two different ways. In the
first way, the lengths of two sides can be
multiplied. Since we are dealing with squares,
any two sides can be used. The left side is of
length 6(6 + 1) or in general n{n + 1), as can
be seen by considering the shaded squares
which lie along the left side. The length of
the opposite side can be calculated by con-
sidering the shaded squares which extend
diagonally from the center to the right side
to obtain:

b=2(6+5+4+3+2+1)
or in general:

n
b=2 Zi
i=1

Therefore the area of the square is:
ab=6(6+1)X2(6+5+4+3+2+1)

or in general: 5
n n

ab=n(n+1)X2 Ti=4 zi
i=1 i=1

However, the area of the square can also
be calculated by summing the areas of ail the
component squares, There are four squares
of area 1, eight squares of area 4, twelve of
area 9, etc. Therefore the area of the large
square is:

AXT1X12 + 4X2X22 + 4X3X32 + 4X4X 42
+ 4X5X52 + 4X6X 62

or in general:



By equating these computations of area, the
desired theorem is obtained.

In drawing this figure, one need only
choose an X of the form n(n + 1) for the side
of the largest square, where »n is an integer
greater than 3. The sides of the inner squares

{—rcos(@ + n/3) + acos n/3

[—ae_o/b cos{0 + n/3) + acos n/3
ae~ %P sinle + n/3) +asin n/3 1]

]

-1 0 O cosy —siny O
a [xXy' 1l = [xyl] 010 siny cosy O
0 0 1 0 0 1
new old reflection rotation
point point by v
—cos /3 sin@/3
b [x'y'1] = [rcos@rsind 1] sin /3 cos 7/3
acosn/3 asinn/3

rsin{@ + 7/3) +asina/3 1]

1 0 0

0 1 0

T, Ty 1
translation
0

0

1

Table 1: Matrix equation a reflects, rotates, and translates coordinates of a
point (X,Y). Matrix equation b has substituted in it the specific values needed

to repeat the earlier equations. We obtain the same result.
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Figure 9: Dissected square, a set of concentric squares with the area between

the squares divided into smaller squares.
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Thousands of users know the
Ithaca Audio Simple Upgrade™ as
the best memory expansion available
-- and with good reason.

Our clear, concise, step-by-step
instructions and illustrations make
upgrading a snap. Jumpers are
packaged just as they appear in the
diagrams, no hunting for the correct
part.

Fully-tested RAMs and prepro-
grammed shunts provide a kit that
works the “first time.” In fact, a
Simple Upgrade is the only memory
expansion that requires no cutting or
customizing to install.

Each kit has a 100% guarantee; if a
part ever fails we replace it absolutely
free. No other manufacturer has the
confidence to offer that kind of war-
ranty and support.

Now the best gets even better: the
Simple Upgrade is just $119.00.

The full line of Upgrades is avail-
able nationwide at Computerlands,
Byte Shops and independent compu-
ter retailers.

For the name of the dealer nearest
you, contact:

ITHACA
AUDIO

P.O. Box 91
Ithaca, New York 14850
(607) 257-0190
Circle 190 on inquiry card.
TRS-80 is a registered trademark of Tandy Corp.
Apple Hl is a registered trademark of Apple Computer Inc.

Sorcerer is a registered trademark of Exidy inc.
July 1979 - BYTE Publications inc 113



Figure 10: A square with sides of length X
has constructed within it a concentric square
with sides of length Y. The sides of the
smaller square are extended until they meet
the edges of the square of side X. The
shaded regions are next divided into squares.
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Figure 11:

Dissected square for n = 6. The left side is of length 6(6+1).
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Figure 12: Two plotting procedures for a square with vertices ABCD. The
smallest amount of pen motion occurs at left when plotting begins at point
A with consecutive drawing movements to B, C, D, and then back to A. In
this method the length of nondrawing moves is O.

At right is seen a nonoptimal plotting scheme. Starting at A, the pen
draws to B, g nondrawing move is made to point D, the pen draws from D to
C and then to B, a move is made to A, and then pen draws from A to D.
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are also numbers of this form, obtained by
decrementing n by 1 for each successive
new square. When Y "= 2, the last two lines
are drawn, completing the figure. This choice
of X and Y always allows the shaded areas of
figure 10 to be decomposed into squares,
as they are all rectangles with one side of
length n and the other of n(n — 1). A rec-
tangle with these proportions is dissectible
into (n — 1) squares of side n.

Plotting Considerations and Implementation

In developing the software to produce
these drawings, the logic used to understand
the generation of the figures was extended
into the implementation of the code. Al-
though this solution to the problem works,
it turns out to be grossly inefficient in con-
struction and plotting time.

These figures are best plotted on a high
speed incremental plotter using ink rather
than a ballpoint pen. The use of ink in plot-
ting immediately causes a 50% reduction in
plotting speed in order to avoid smears on
the final plot. This and the high density of
lines required to produce an aesthetically
pleasing picture resulted in an average plot
time of two hours per figure.

With these two considerations in mind,
it became desirable to optimize the required
plot time by minimizing pen movement. In
the plotting of figures like those above, the
total pen movement is comprised of the
movement used to reposition the pen prior
to the drawing of a new line (ie: when the
pen tip is in the up position) and the actual
drawing of the line (ie: when the pen tip is
in the down position, that is, is in contact
with the plotting surface and is drawing).
While the total length of the “‘draws” (ie:
when the pen tip is down and drawing) is
fixed for any given figure, the length of the
“moves’’ is variable. The total plot time can
be diminished by minimizing these moves.

Consider the plotting of a square whose
vertices are ABCD (see figure 12). Let us





http:10/$9.90

Figure 13: A simple plot
for which the best possible
plotting scheme includes
some nondrawing pen
moves.

assume that vertex A is the origin of the
plot. Clearly, the smallest amount of pen
movement possible is 4s, where s is the
length of the side of the square. The value of
4s is obtained when the plotting begins at
point A (ie: the origin) with consecutive
draws to B, C, D, and then a final draw to A.
In this case the length of the moves is 0. A
nonoptimal plotting scheme for this figure
would be to start at A, and then draw to B,
move to D and draw to C and then to B,
move to A and then draw to D. The total
pen movement for this scheme is 55 +
\/2s, where again s is the length of the
square. It should be clear that there is no
upper limit on the total pen movement,
as the moves have no effect on the resulting
plot and can be increased without bound.

Unfortunately, it is not always possible
to find a plotting scheme in which the length
of the pen moves is 0. A simple plot for
which the best possible plotting scheme in-
cludes some moves is shown in figure 13. [¢
s is the side of the square, the best possible
plotting scheme has a total pen movement
of 55 + 2+/2s (see reference 10).

Of the two figures discussed in detail,
the crest and the dissected square, only
the crest can be drawn with zero moves. The
plotting scheme which obtains this optimal

Figure 14: Optimal plotting scheme for drawing the crest with no wasted pen

movement.
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solution is shown in figure 14. Using this
strategy resulted in a substantial savings
in total plotting time.

Unfortunately, no plotting scheme for
the dissected square which has zero moves is
possible. In fact, no scheme was found
which significantly reduced the total plot
time from that obtained by using the
notions explained in detail above. It is felt
that this is because all the plotting schemes
we tried involved decomposing long line
segments into a number of smaller such
segments which were not drawn consecu-
tively. With an on line incremental plotter
this requires the processor controlling the
pen to issue a much larger number of plot
commands. In a multiprocessing environ-
ment, any advantage gained in the total
length of the moves was completely elimi-
nated by the increased processing time with
its associated overhead.m
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PET / TRS-80/ APPLE: Personal Software brings you the finest!
igeey

MICROCHESS is the industry’'s best selling computer game. And
no wonder—because MICROCHESS gives you more than just a
chessplaying program: A convenient, foolproof set of commands
and error checks ... complete instructions in a5%" by 82" booklet ...
a cassette that's guaranteed to load, with disk versions coming
soon ... and several levels of difficulty to challenge you not just
once, but time after time. It's available through well over three
hundred computer stores and many mail order sources ... always

TIME TREK by Brad Templeton for 8K PETs and Joshua Lavinsky
for 4K Level | and Il TRS-80s adds a dramatic new dimension to the
classic Star Trek type strategy game: REAL TIME ACTION! You'll
need fast reflexes as well as sharp wits to win in this constantly
changing game. Be prepared—the Klingons will fire at you as you
move, and will move themselves at the same time, even from
guadrant to quadrant—but with practice you can change course
and speed, aim and fire in one smooth motion, as fast as you can

MICRO
CHESS

The Industry’s First
Gold Cassette
Over 50,000 Sold

TIME
TREK

A Tour De Force
In Real Time Action
Strategy Games

press the keys. Steer under power around obstacles—evade enemy

e e — —— — ——— |
originating from Personal Software. What's more, every Personal
Software product is selected to give you these same benefits of
easy availability, reliable cassettes, readable documentation, a
carefully thought out user interface ... and most important,
continuing challenge and enjoyment, not just once but time after
time. If you haven't already, order your own gold cassette:
MICROCHESS, by Peter Jennings, for 8K PETs, 16K APPLEs, and
4K Level tand Il TRS-80s ......... ...t iiiiiiiinnn.. $19.95
ENTERPRISE HIT

THE ENTERPRISE HRS BEEN DESTROYED
THE FEDERATION WILL BE COMRERED  YOUR SCORE 1S 8

CAE 10 PLAY REAIID
shots as they come towards you—lower your shields just long
enough to fire your phasers, betting that you can get them back up
in time! With nine levels of difficulty, this challenging game is easy
to learn, yet takes most users months of play to master. ADD
SOUND EFFECTS with a simple two-wire hookup to any audio
amplifier; the TRS-80 also produces sound effects directly through
the keyboard case, to accompany spectacular graphics
explosions! You won't want to miss this memorable version of a
favorite computer game........ ... it $14.95

BLLOCKADE by Ken Anderson for 4K
Level | and || TRS-80s is a real time
action game for two players, with high
speed graphics in machine language.
Each player uses four keys to control
the direction of a moving wall. Try to
force your opponent into a collision
without running into a wall yourself! A
strategy game at lower speeds,
BLOCKADE turns into a tense game of
reflexes and coordination at faster
rates. Play on a flat or spherical course
at any of ten different speeds. You can
hear SOUND EFFECTS through a
nearby AM radio—expect some
razzing if you fose!............. 14.95

GRAPHICS PACKAGE by Dan Fylstra
for 8K PETs includes programs for the
most common ‘practical’ graphics
applications: PLOTTER graphs both
functions and data to a resolution of 80
by 50 points, with automatic scaling
and labeling of the axes; BARPLOT
produces horizontal and vertical,
segmented and labeled bar graphs;
LETTER displays messages in large
block letters, using any alphanumeric
or special character on the PET
keyboard; and DOODLER can be used
to create arbitrary screen patterns and
save them on cassette or in a BASIC
program...........oveeeeonn. $14.95

ELECTRIC PAINTBRUSH by Ken
Anderson for 4K Level land || TRS-80s:
Create dazzling real time graphics
displays at speeds far beyond BASIC,
by writing ‘programs’ consisting of
simple graphics commands for a
machine language interpreter.
Commands let you draw lines, turn
corners, change white to black, repeat
previous steps, or call other programs.
The ELECTRIC PAINTBRUSH manual
shows you how to create a variety of
fascinating artistic patterns including
the one pictured. Show your friends
some special effects they've never
seen on a TV screen!..s...... $14.95

WHERE TO GET IT: Look for the Personal Software™ display rack at your local computer store. If you can't find the product you want, you
can order direct with your VISA/Master Charge card by dialing 1-800-325-6400 toll free (24 hours, 7 days; in Missouri, dial 1-800-3426600).
If you have questions. please call 617-783-0694. Or you can mail your order to one of the addresses below, as of the dates shown.

Until July 1: P.O. Box 136 Personal After July 1: 592 Weddell Dr.
Cambridge, Mass. 02138 softwarerm Sunnyvale, Calif. 94086
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Look for Personal Software™ products at the dealer nearest you!

ALABAMA

BYTE SHOP

Huntsvitle, AL 35805
COMPUTERLANG

Huntswille, AL 35805

CPU. INC

Montgomery, AL 36104

THE LOGIC STORE

Opelika. AL 36801

ALASKA

ALPHA ELECTRONICS
Anchorage, AK 99503
ARIZONA

MILLEYT'S TV & RADIO

Mesa. AZ 85204

PERSONAL COMPUTER PLACE
Mesa. A7 85202
COMPUTERLAND OF PHOENIX
Phoenix, AZ 85016
COMPUTER SHOWROOM
Tucson. AZ 85710
ARKANSAS
COMPUTERLAND

Little Rock, AR 72212
DATACOPE

Little Rock. AR 72204
CALIFORNIA

JAY KERN ELECTRONICS
Bakerstield, CA 93305

BYTE SHOP

Burbank, CA 91506

BYTE SHOP OF SACRAMENTO
Citrus Heights, CA 95610
COAST COMPUTER CENTER
Costa Mesa, CA 92627
CAPITOL COMPUTER SYSTEMS
Davis, CA 95616
COMPUTERLAND SAN DIEGO EAST
£( Cajon, CA 92020
COMPUTERLAND OF EL CERRITO
El Cerrito. CA 94530
BUSINESS ENHANCEMENT
COMPUSERVICE

Escondide, CA 92027
CHANNEL DATA SYSTEMS
Goleta, CA 93017

RAINBOW COMPUTING
Granada Hills. CA 91344
JADE COMPUTER PRODUCTS
Hawthorne, CA 90250

BYTE SHOP OF HAYWARD
Hayward, CA 9454}
COMPUTERLAND OF HAYWARD
Hayward, CA 9454]
COMPUTERLAND OF WEST LA
Inglewood, CA 90302
COMPUTER COMPONENTS

OF SOUTH BAY

Lawndale. CA 90260
COMPUTERLAND QOF SOUTH BAY
Lawndale CA 90260

A VIDD ELECTRONICS

Long Beach. CA 90815
COMPUTERLAND

Los Altos, CA 34022

BYTE SHOP

Mountam View, CA 94040
HOBBY WORLD ELECTRONICS
Northridge. CA 91324
COMPUTERS-MADE-EASY
Palmdale. CA 93550

BYTE SHOP OF PLACENTIA
Placentia, CA 92670
COMPUTER CENTER
Rwverside, CA 92503

CAPITOL COMPUTER SYSTEMS
Sacramento, CA 95821
COMPUTERLAND

San Bernadino, CA 92404
COMPUTERLAND OF SAN DIEGO
San Diego, CA 92111
COMPUTER MERCHANT

San Diego, CA 92115
COMPUTERLAND OF

SAN FRANCISCO

San Francisco, CA 94105
VIDEQ GAMES & COMPUTERS
San francisco. CA 94118
COMPUTERLAND OF SAN JOSE
San Jose. CA 95129
COMPUTERLAND (Centrat)

San Leandro, CA 94577

BYTE SHOP

San Lours Obispo, CA 93401
MARIN COMPUTER CENTER
San Rafael. CA 94903
ADVANCED COMPUTER PRODUCTS
Santa Ana, CA 92705

BYTE SHOP

Santa Clara, CA 95051
COMPUTER FORUM

Santa Fe Sprngs. CA 90670
THE COMPUTER STORE

Santa Monica, CA 30401
SANTA ROSA COMPUTER CENTER
Santa Rosa. CA 95404

BYTE SHOP

Suisun, CA 94585
COMPUTERS PLUS

Sunnyvale, CA 34087

BYTE SHOP OF TARZANA
Tarzana, CA 91356
COMPUTERLAND OF
THOUSAND 0AKS

Thausand QOaks, CA 91360

SMALL SYSTEM SOFTWARE
Thousand Qaks. CA 91360
COMPUTER COMPONENTS
¥an Nuys, CA 91411
COMPUTERLAND

Walnut Creek. CA 94598
BYTE SHOP

Westminster, CA 92683
COMPUTER COMPONENTS OF
ORANGE COUNTY
Westminster, CA 92683
COLORADO

BYTE SHOP

Boulder, CO 80301
COMPUTERLAND

Colorado Springs, CO 80917
AMPTEC

Denver, CO 80216
COMPUTERLAND

Denver, CO 80222

BYTE SHOP

Englewood. CO 80110
MICRO WORLD ELECTRONIX
Lakewood, CO 80226
CONNECTICUT
COMPUTERLAND OF FAIRFIELD
Fairhield, CT 06430

JRV COMPUTER STORE
Hamden. CT 06518

THE COMPUTER STORE
Harttord. CT 06103

THE COMPUTER STORE
Windsor Locks, CT 06096
WASHINGTON D.C.
COMPUTER CABLEVISION
Washington, 0 C 20007
FLORIDA
COMPUTERLAND

Boca Raton, FL 33432

THE COMPUTER STORE
Bradenton, FL 33505

THE COMPUTER STORE
Clearwater, FL 33516
UCATAN

Destin, FL 32541

BYTE SHOP

Fort Lauderdale, FL 33334
COMPUTERLAND

Fort Lauderdale, fi 33308
COMPUTERS FOR YOU

Fort Lauderdale. FL 33312
DATA MOVERS

fort Meyers, FL 33901
FOCUS SCIENTIFIC ENTERPRISES
Miami, FL 33132

GRICE ELECTRONICS
Pensacola. FL 32589
COMPUTER AGE

Pompano Beach, FL 33062
PAPERBACK BOOKSMITH
Sarasota, FL 33581

AMF ELECTRONICS

Tampa, FL 33612

MICRO COMPUTER SYSTEMS
Tampa, FL 33609
COMPUTER CENTER OF
PALM BEACHES

West Palm Beach, FL 33409
GEORGIA

ADVANCE COMPUTER TECHNOLOGIES
Atlanta, GA 30328
COMPUSHOP

Attanta, GA 30342
DATAMART

Allanta, GA 30305

THE LOGIC STORE
Columbus, GA 31906
COMPUTERLAND OF ATLANTA
Smyrna, GA 30080
HAWAI

COMPUTERLAND

Honoluly, Hi 96813
MICROCOMPUTER SYSTEMS
Honolulu, HI 96813

RADIO SHACK {Deater)
Lihue. HI 96766

IDAHO

NORTHWEST COMPUTER CENTER
Boise. (D 83704

ILLINOIS
COMPUTERLAND OF
ARLINGTON HEIGHTS
Arlington Heights, IL 03904
FARNSWORTH COMPUTER CENTER
Aurora. IL 60505

KAPPEL'S COMPUTER STORE
Belleville, IL 62220
DOW-COM

Carbondale. IL 62901

BYIE SHOP

Champaign, IL 61820

THE ELEKTRIK KEYBOARD
Chicago. IL 60614
EMMANUEL B GARCIA JR
AND ASSOCIATES

Chicago, IL 60613
PERSONAL COMPUTER
Chicago, IL 61820
COMPUTERLAND

Downers Grove, IL 60515
COMPUTER STATION
Gramite City, IL 62040
ORCUTT BUSINESS MACHINES
La Salle. IL 61301
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ILLINi MICROCOMPUTERS
Naperville, 1L 60540
COMPUTERLAND OF NILES
Niles, IL 60648
COMPUTERLAND
Oak Lawn, IL 60453
COMPUTERLAND OF PEORIA
Peonia, IL 61614
WALLACE ELECTRONICS
Peoria. IL 61614
DATA DOMAIN
Schaumburg, IL 60195
INDIANA
DATA DOMAIN OF FORT WAYNE
Fort Wayne. IN 46805
HOME COMPUTER CENTER
Indianapobs, IN 46220
PUBLIC COMPUTING
Latayette, IN 47904
IOWA
SYNCHRONIZED SYSTEMS
Des Moines, 1A 50310
THE COMPUTER CENTER
Waterloo, 1A 50701
KANSAS
THE COMPUTER ROOM
Overland Park. KS 66212
PERSONAL COMPUTER CENTER
Overland Park, KS 66206
COMPUTER SYSTEMS DESIGN
wichita. KS 67214
LOUISIANA
COMPUTER SHOPPE
Metawre, LA 70002
MARYLAND
COMPUTERLAND
Rockwile. MD 20855
COMPUTER WORKSHOP
Rockwille, MD 20852
COMPUTERS ETC
Towson, MD 21204
COMPUTERS UNLIMITED
Towson, MD 21204
MASSACHUSETTS
THE COMPUTER STORE
Burlington, MA 01803
THE COMPUTER STORE
Cambridge, MA 02139
CPU SHOP
Charlestown, MA 02129
MAD HATTER SOFTWARE
Dracut. MA 01826
NEW ENGLAND ELECTRONICS
Needham, MA 02194
NEW ENGLAND ELECTRONICS
Springfield. MA 01103
MICHIGAN
NEWMAN COMPUTER EXCHANGE
Ann Arbor, M1 48104
NEW DIMENSIONS IN COMPUTING
East Lansing, MI 48823
COMPUTER HOUSE DIV
Jackson, MI 49202
COMPUTERLAND OF
GRAND RAPIDS
Kentwood. MI 49508
COMPUTRONIX
Midiand, MI 48640
COMPUTER MART OF ROYAL DAK
Royat Oak, MI 48073
TR! CITY COMPUTER MART
Saginaw, MI 48603
COMPUTERLAND
Southiield, MI 48034
LEVEL FOUR PRODUCTIONS
Westland, M| 48185
MINNESQOTA
COMPUTERLAND
Bloomington, MN 55431
MINN MICRO SYSTEMS
Minneapolis. MN 55454
MISSISSIPP
OXFORD SOFTWARE CO
Oxford. MS 38655
MISSOURI
FORSYTHE COMPUTERS
Clayten. MO 63105
COMPUTER COUNTRY
Florissant, MO 63031
GREATEST GRAPHICS
Springfield, MO 65804
NEBRASKA
OMAHA COMPUTER STORE
Omaha, NE 68127
NEVADA
HOME COMPUTERS
Las Vegas, NV 89109
NEW HAMPSHIRE
TRS-80 SOFTWARE EXCHANGE
Mitford, NH 03055
COMPUTERLAND OF NASHUA
Nashua, NH 03060
BITS. INC
Peterborough. NH 03458
NEW JERSEY
COMPUTER LAB OF NJ
Budd Lake, NJ 07828
COMPUTER EMPORIUM
Cherry Hill, N) 08002

COMPUTER MART OF NJ
iselin, NJ 08830
MSM ELECTRONICS
Medford, NJ 08055
COMPUTERLAND
Mornistown, NJ 07960
COMPUTERLAND
Paramus, NJ 07652
COMPUTER NOOK
Pine Brook, NJ 07058
COMPUTER CORNER
Pompton Lakes, NJ 07442
COMPUTER ENCOUNTER
Ponceton, NJ 08540
TYPTRONIC COMPUTER STORE
Ramsey. NJ 07446
NEW YORK
COMPUTERLAND
Butfalo, NY 14150
COMPUTERLAND
Carle Place, NY 11514
COMPUTER SHOP OF SYRACUSE
De witt. NY 13214
THE COMPUTER TREE
Endwell, NY 13760
LONG ISLAND COMPUTER
GENERAL STORE
Lynbrook, NY 11563
COMPUTER MICROSYSTEMS
Manhasset, NY 11030
COMPUTER SHOPPE
Middle istand, NY 11953
THE COMPUTER FACTORY
New York, NY 10017
COMPUTER MART OF NEW YORK
New York, NY 10016
DATEL SYSTEMS
New York, NY 10036
AUTOMATIC SYSTEMS
Poughkeepsie, NY 12603
COMPUTER HOUSE
Rochester, NY 14603
THE COMPUTER STORE
Rochester, NY 14618
HOME COMPUTER CENTER
Rochester, NY 14607
THE COMPUTER CORNER
White Plains. NY 10601
READOUT COMPUTER STORE
Willamsville. NY 14221
NORTH CAROLINA
BYTE SHOP
Charlotte. NC 28212
COMPUTERLAND
Charlatte, NC 28205
FUTUREWORLD
Durham, NC 27707
BYTE SHOP
Greensboro. NC 27401
MICROCOMPUTER SERVICES
Hickory, NC 28601
BYTE SHOP OF RALEIGH
Raleigh, NC 27605
OHI0
BASIC COMPUTER SHOP
Airon, OH 44314
CINCINNATI COMPUTER STORE
Cincinnati, OH 45246
21ST CENTURY SHOP
Cincinnati, OH 45202
DIGITAL DESIGN
Cincinnati, OH 45202
CYBER SHOP
Columbus, OH 43227
MICRO MINI COMPUTER WORLD
Columbus, OH 43213
COMPUTER SOLUTIONS
Dayton, OH 45409
DAYTON COMPUTER MART
Dayton, OH 45409
ASTRO VIDEQ ELECTRONICS
Lancaster. OH 43130
COMPUTERLAND OF CLEVELAND
Mayfietd Heights, OH 44121
RADIQ SHACK (Dealer}
St Clarswille, OH 43950
OKLAHOMA
HIGH TECHNOLOGY
Okiahoma City, OK 73106
MICROLITHICS
Oklahoma City, OK 73127
HIGH TECHNOLOGY
Tulsa, 0K 74129
OREGON
THE COMPUTER STORE
Corvalls, OR 97330
CAMERA AND COMPUTER
EMPORIUM
Portland, OR 97205
COMPUTERLAND OF PORTLAND
Tigart, OR 97223
PENNSYLVANIA
BYTE SHOP
Bryn Mawr, PA 13010
PERSONAL COMPUTER CENTER
Frazer, PA 19355
COMPUTER AID
Latrobe, PA 15650
THE COMPUTER WORKSHOP
Murrysviile, PA 15668

P.S.: VISICALC—How did you
everdo withoutit?

A B COMPUTERS

Perkasie, PA 18944
MICROTRONIX
Philadelphia, PA 19106
SOUTH CAROLINA
DATA MART

Greenville, SC 29607
TENNESSEE
MICROCOMPUTER STORE
Knoxville, TN 37919
COMPUTER LABS OF MEMPHIS
Memptus, TN 38117

DOC'S COMPUTER SHOP
Nashville, TN 37211
TEXAS

COMPUTERLAND OF AUSTIN
Austin, TX 78757
COMPUTERS ‘N THINGS
Austin, TX 78731

MICRO COMPUTER SHOPPE
Corpus Christi, TX 78411
COMPUSHOP

Dallas, TX 75243
COMPUTERLAND

Dallas, TX 75231

KA ELECTRONICS SALES
Dallas, TX 75247
COMPUTER TERMINAL

El Paso, TX 79901

RAM MICRO SYSTEMS

Fort Worth, TX 76116
COMPUTERCRAFT

Houston, TX 77063
COMPUTERLAND Of HOUSTON BAY
Houston, TX 77058
NEIGHBORHOOD COMPUTER
Lubbock, TX 79401
COMPUTER PATCH OF SANTA FE
Odessa. TX 79762
COMPUSHOP

Richardson, TX 75080

THE COMPUTER SHOP

San Antonio. TX 78216
COMPUTER SOLUTIONS
San Antomo, TX 78229
WICHITA COMPUTER SYSTEMS
Wichita falls, TX 76301
UTAH

ADP SYSTEMS

Logan, UT 84321
COMPUTER CONCEPTS GROUP
Salt Lake City. UT 84109
THE HI-FI SHOP

Salt Lake City, UT 84117
VERMONT
COMPUTERMART

Essex Junction, V1 05452
VIRGINIA

COMPUTER HARDWARE STORE
Alexandria, VA 22314
COMPUTERS PLUS
Alexandria, VA 22304

COW. INC

Blacksburg, VA 24060
HOME COMPUTER CENTER
Newport News, VA 23606
COMPUTER TECHNIQUES
Richmond, VA 23235

THE COMPUTER PLACE
Roanoke. VA 24015
COMPUTER WORKSHOP
Springheld, VA 22151
COMPUTERLAND

Vienna, VA 22180

HOME COMPUTER CENTER
Virginia Beach, VA 23452
WASHINGTON

OMEGA NORTHWEST
Bellevue, WA 98004
COMPUTERLAND OF SCUTH
KING COUNTY

Federal Way, WA 98003

YE OLDE COMPUTER SHOPPE
Richland, WA 99352

THE COMPUTER SHOPPE
Seattle, WA 98115

EMPIRE ELECTRONICS
Seattle. WA 98166
PERSONAL COMPUTERS
Spokane, WA 99202
COMPUTERLAND

Tacoma. WA 98499
WISCONSIN

BYTE SHOP OF MILWAUKEE
Greenfield, Wi 53227
COMPUTERLAND

Madison, Wi 53711
MADISON COMPUTER STGRE
Madison, WI 53711
COMPUTERLAND
Milwaukee, Wi 53222

FOX VALLEY

COMPUTER STORE

Neenha, Wl 54956
WYOMING

COMPUTER CONCEPTS
Cheyenne, WY 82001
AUSTRALIA

ELECTRONIC CONCEPTS PTY. LTD.
COMPUTERLAND

Sydney, NSW.

CANADA

COMPUSHOP

Calgary, Alberta T2N 2A4

THE COMPUTER SHOP
Calgary, Alberta T2T 479
ORTHON COMPUTERS
Edmonton, Alberta TSN 3N3
TIB MICROSYSTEMS
Edmonton, Alberta TSM 0H9
CONTI ELECTRONICS
Vancouver, BC. VSW 274
COMPUTER CITY

Winnepeg, Manitoha R3P OH8
COMPUTERLAND

Winnepeg, Maritoba R3G OM8
INTERACTIVE COMPUTER SYSTEMS
Frederickton, New Brunswick
MINICOMP SYSTEMS

Halifax, Nova Scotia B3K 2G1
KOBETEK SYSTEMS

Woltville, Nova Scotia BOP 1X0
COMPUTERLAND

Burkngton, Ontario
LYNTRONICS

Downsview, Ontanio M2J 2W6
COMPUTER CIRCUITS
London, Ontaric N6A 3H2
COMPUMART

Ottawa. Ontane K24 1J2
COMPUTER INNOVATIONS
Ottawa, Ontario K1B 4A8
RICHVALE TELECOMMUNICATIONS
Richmond Hil, Ontaro

THE COMPUTER CENTRE
Sarmia. Ontario N7T 184
COMPUTER MART

Toronto. Ontarto M4G 3BS
THE COMPUTER PLACE
Toronto, Ontario M5V 121
COMPUTER SPECIALIST
Toronto, Ontario M3K 1E7
HOME COMPUTER CENTRE
Toronto, Ontario M2M 3W2
HOUSE OF COMPUTERS
Toronto, Ontario

MARKETRON

Toronto, Ontario
MICRO-WARE

Toronto, Ontarie M4E 202
COMPUCENTRE

Montreal, Quebec H1) 124
FUTUR BYTE

Montreal, Quebec H3B 3C9
CUSTOM COMPUTING SERVICES
Saskatoon, Saskatchewan S7K 2B5
DIGITAL SERVICE

Saskatoon, Saskatchewan S7J 3A9
PUERTO RICO
MICROCOMPUTER STORE

Rio Piedras, PR 00921
ENGLAND

BYTE SHOP

(lford, Essex

INFOGUIDE

London

CYTEK

Manchester M4 3£4
PETSOFT

Newbury, Berkshire RG13 1PB
KEEN COMPUTERS
Nottingham NG7 1FN

T & V JOHNSON
MICROCOMPUTERS
Camberly, Surrey

PETALECT

Woking, Surrey

1&J ELECTRONICS
Bexhill-on-Sea, East Sussex
OPTRONICS

Twickenham TW1 4RY
DENMARK

MICRO SYS

Copenhagen V1BY)
FRANCE

SVEA

Pars 75008

GERMANY

BECK COMPUTERS

8 Munchen 70

ING. W HOFACKER

8 Munchen 75

HOLLAND

COMPUTRON

Den Haag 2502 ER

ITALY

HOMIC MICROCOMPUTERS SRL
20123 Mijano

SCOTLAND

MICRO CENTRE

Edinburgh EH3 5AA
SINGAPORE

THE COMPUTER CENTRE PTE. LTD
Singapore 7

SWEDEN

MICROFUTURE

Stockholm 10322

SEMIDAKO

Uppsala 75353
SWITZERLAND

INTERFACE TECHNIC

Basel

INGENIEUBUREAU

Basel 1

DIALOG COMPUTER

Lucerne

ELBATEX

Wettingen
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Sonic

Anemometry for
the Hobbyist

Neil Dvorak
2562 S Newport
Denver CO 80224

July 1979 € BYTE Publications Inc

Meteorological measurement generally
concerns itself with five variables: air pres-
sure, humidity, temperature, wind speed,
and wind direction. A single sonic ane-
mometer can sense each of the last three
variables. Accuracy and linearity are excel-
lent. Additionally, the actual air temperature
is detected in a manner which is insensitive
to solar radiation, which can easily heat up
conventional thermometers. .

In a sonic anemometer, wind vane and
rotating cups are replaced with transducers
which measure the speed of sound as a func-
tion of wind velocity and temperature. Com-
mercially available research grade instru-
ments cost upwards of $10,000, and until
recently employed analog computational
circuitry.

The arrival of the microcomputer and its
associated display techniques makes such a
scientific instrument economically feasible
as an experimenter’s project. As a bonus,
data can be logged into memory over time,
averaged, and displayed as desired. A tanta-
lizing option involves the attachment of a
fast but inexpensive 4 bit analog to digital
converter which enables the instrument to
double as an ultrasonic echo radar device.
At this time, however, such investigations
have progressed only to echoing observa-
tions on the time base of a triggered
oscilloscope.

In operation the instrument uses a pair of
pulse travel times in the North-South di-
rection and a corresponding pair for the
East-West direction. These vector compo-
nents are easily processed into a resultant
wind vector with magnitude and direction.
Physically, two sets of ultrasonic transducers
face each other at opposite ends of a path.
Simultaneous sound fronts and eventual
reception vyield two travel times whose
difference is a measure of wind speed along
the path.

Fundamental Relationships

The following derivation vyields wind
speed:

At=t1, —t; = =2 _ D
2 T Cc-wW CcHW
_ _2DwW ~ 2DW ‘(1)
CZ_wZ C2
_ (& ) (2)
Therefore W = (2—D.> (At
where C = speed of sound
D = path length
W = wind speed
t = difference of travel times.

The resultant wind speed, W, being the sum
of two orthogonal vectors, is simply ex-
pressed as:

=J w2 ot w2 . 3
Wi Wis WEW G)

Temperature is found by adding a pair of
travel times:

.. . D ., D _ _2pC
BT Tow Toow T 2wz
_2DC _ 2D
- C2 C - @)

If C =20 /T, is substituted in the
above relationship:

B 2D 2
Ty = [m] , (5)

where T is degrees Kelvin.

Since the velocity calibration of the
instrument varies about 3.5% over a 0°C to
30°C range, the temperature measurement
can be used to correct the velocity readings.
Using equations (2) and (4} above:

W=2D (t; —ty) 6)

(t; +t5)2

Wind speed measuring resolution can be
determined if the computer’s input cycle
time and anemometer path length are
known. Recall that:

2
w=m(9—)
2D
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INTRODUCING — LOUMAR MANAGEMENT SYSTEMS SOFTWARE

programs to give you a comprehensive package for business management

The Loumar General Accounting System is a versatile, fully integrated software package designed for small and medium sized
businesses. It is aiso suitable for CPA’s and bookkeeping service films.

The complete software system is composed of four main modules: GENERAL LEDGER, ACCOUNTS RECEIVABLE, ACCOUNTS
PAYABLE AND PAYROLL. Each module may be used separately or in combination with any other module. Supplied on disk as
run-time modules. Source not availabie.

All software is written in CBASIC Il and utilizes the powerful CP /M operating system.

General system features include:

Automatic posting to general journal e Strict error detection e Report production on demand e Consistent operating procedures e
User oriented. No previous computer knowledge required e Designed by accounting professionals e Comprehensive, well pre-
sented reports and manuals e Single or multiple client capabilities.

HARDWARE SPECIFICATIONS PAYROLL: Up to 500 employees — $550.

The end user’s microcomputer must satisty the following require ACCOUNTS RECEIVABLE: Up to 1000 customers and 1000 monthly
ments: transactions — $550

48k RAM ACCOUNTS PAYABLE: Up to 1000 vendors and 1300 monthly

Dual tioppy disk system transactions — $400

Printer with tractor. All printing is done in 80 col. format GENERAL LEDGER: Up to 200 accounts with 2000 entries —

CRT with at least a 64 character by 16 line display $450

CP/M and CBASIC II

Wnite for our brochure — Dealerships still available
Contact: Distributor

MISSION CONTROL ¢ 2008 WILSHIRE BOULEVARD, SANTA MONICA, CA 90403 » (213) 829-5137
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Assume a path length of 4.84 feet and
C = 1100 feet per second. A Z-80 based
computer operating at a system clock
frequency of 2.5 MHz, for example, can
accept input no faster than 8 us per byte.
Under these conditions, resolution is:

8 X 100 seconds X (1100 feet/second)?
2 X 4.84 feet

=1 foot/second.

For physical construction convenience |
chose a three foot path length. This gives a
resolution of nearly 1 mile per hour.

Construction Details

Rigid support should be used for the
transducer mounting. | chose 3/4 inch plas-
tic pipe for low cost and ease of assembly.
See figure 3 for more detail. The angle « is
not critical. Just keep in mind that the
height (H) must be high enough to prevent
off-axis energy from the transducers from
bouncing off any hardware in the bottom
center of the assembly (such as a printed
circuit card). These reflections can return to
the point of origin before arrival of the
desired pulse. The plastic pipe for both axes
can easily be fastened to a wooden base
frame. If you need a permanent installation,
you can investigate better support arrange-
ments.

The ultrasonic transducers (Model MK-
109) range from one to two dollars apiece
on the surplus market, and they can be con-
veniently supported by pieces of 3/4 inch
thin wall plastic pipe. Use shielded wire
between the transducers and the interface
electronics. The electronic circuit card
should be sheltered from the elements. (A
plastic sandwich bag will work for the short
term.) Unshielded wire, such as a ribbon
cable, can be used between the computer
and the interface.

Mechanical adjustment, besides the ob-
vious line-of-sight alignment, consists of
physically moving one or more transducers
in their holders so that both component
vectors are zero in still air. A program such
as the demonstrator routine in listing 1
should be used for this adjustment.

In wiring the preamplifier section of the
receiver, note that all the 74C04 integrated
circuits are connected to a separate 5 V zener
regulated supply. The shields of the receiver-
transducer coaxial cables connect to the
negative side of this zener diode. This pre-
amplifier common connects to ordinary
digital ground at only one location — alead
from the negative side of the zener to supply
ground.

Interface Electronics

Figures 1 and 2 may seem to indicate
that considerable effort was wasted on ob-
taining an enormous signal to noise ratio.
Not so. The barium titanate transducers
(commonly used in intrusion alarms), having
inherently high Q (ratio of inductance to
resistance) and self resonance, are efficient
only after many oscillations have built up.
As impulse generators they are only margin-
ally acceptable; | used them for their low
cost and availability.

Complementary metal oxide semicon-
ductor inverters, biased in their linear region,
perform as stable high gain preamplifiers.
The logic state edge detectors, formed by
the comparator and type D flip flop combin-
ation, respond to the first negative or posi-
tive cycle received that exceeds a preset
noise threshold.

The triacs are used to switch the output
of the step-up transformer to either pair of
transmitting transducers. Exclusive OR gate
IC7c generates a delayed start strobe to the
pulse generating circuitry. This delay allows
the steering triacs to settle and permits only
the desired set of transducers to activate.
The monostable multivibrator IC10a,sensi-
tive to transitions of either polarity, allows a
single line from the output port to strobe
the pulse generator and also select the de-
sired wind direction to be measured.

The trigger threshold of all receiver cir-
cuitry is determined by a single resistor,
Rt’ in a simple voltage divider string. R;
sets the difference between the comparator
trip point levels, Viy and V| . The receiver
must be sensitive enough to trigger on
the second, third, or fourth incoming half
cycle, but it must not be so sensitive as to
latch up on extraneous noise. Increasing the
value shown in the schematic, for example,
decreases output sensitivity. Such action
may be necessary if different path lengths or
transducers are used.

Transformer T should have a turns ratio
of approximately 10:1. A small 120 V to
12 V filament transformer will work here
as a step up device, even at 40 kHz.

A precautionary note: when testing the
pulse generating circuitry, do not run it
continuously with transducers connected
because the 200 V peak to peak signal could
result in a burn-out of these devices.

Software

Listing 1 contains a program written for
the Z-80 microprocessor which displays data
from the anemometer. It sends data to one
bit of an output port and accepts data from

Text continued on page 132
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Figure 2: Schematic diagram of pulse-generation section of circuit. The pulse

0 05.F transmitter produces a very short 39 kHz tone burst to either of the two sets

I of transducers: The capacitors indicated by asterisks should be of temperature
stable types such as paper or mica.



Table 1: Power table for the integrated circuits used in figures 1 and 2.

Number Type +5V GND -2V +12V
1C1 74C04 14 7 — —
1C2 74C04 14 7 - —
IC3 74C04 14 7 — -
1C4 MC3302pP - 12 - 3
IC5 7474 14 7 — —
1C6 7474 14 7 — —
1C7 7486 14 7 — —
1C8 MC3302P - - 12 3
1C9 555 8 1 - -
1C10 74123 16 8 - -

Figure 3: Structural diagram of the sonic anemometer transducer apparatus.
Shown are the two transducers for one axis; only a cross section of the other
axis is seen. The electronic circuit card is seen near the center of the assembly.
The measuring resolution is a function of the distance D between the trans-
ducers., The angle o should not be less than 30 degrees.
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Listing 1: Program in Z-80 assembler code to gather data from the sonic ane-
mometer and display wind direction on a video monitor.

S 0600 063B:

0600 00 NOP
0601 00 NOP
0602 00 NOP
0603 CD 40 07 CALL
0606 00 NOP
0607 00 NOP
0608 00 NOP
0609 00 NOP
060A 00 NOP
060B 00 NOP
060C 00 NOP
060D 00 NOP
060E QO NOP
060F 00 NOP
0610 3E 00 LD
0612 D3 02 ouT
0614 CD 60 07 CALL
0617 CD 34 07 CALL
06tA CD 00 07 CALL
061D CD BD 08 CALL
0620 3E 01 LD
0622 D3 02 ouT
0624 CD 65 07 CALL
0627 CD 10 07 CALL
062A CD 34 07 CALL

Listing 1 continued on page 126

0740 :

A.00:

0760 :
0734 :
0700 :
088D :
A01:

0765 :
0710 :
0734 :

0600 thru 063B triggers the pulse generator and
calls all the support routines in their proper se-
quence.

Circle 35 on inquiry card.
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Participate in the exciting, fast-
growing retail personal computer
business. We're Byte Industries
Incorporated,” the oldest micro-
computer distributor in the country,
and we'e offering individual Byte
Shop" dealerships nationwide.

As a Byte Shop" dealer you get:

e The nationally recognized Byte
Shop* Trademark

® A broad full-line inventory of
small-business and personal
computer products

e National and regional advertising
support

e Store development guidance

® The benetlits of a national chain
organization without franchise fees
orongoing royalties

e Exclusive, protected territories.

To qualify, you should have an
interest in computers, combined
with the desire and ability to run
your own business. Retail and/or
sales management experience

is a definite plus. A theoretical or
working knowledge of computer
technology is also helpful, though
not necessary. Investment is
roughly $80,000, with an initial
equity contribution of $40,000.

If you're ready for your own
business and have what it takes,
write or call Mike Chase now.

508-739-8000
© Bytelndusiries

EEENEEEEREEEEEEEEEER
B Yes, I'm interested. Please send me

| your Byte Shop " deatership information
B packet today.

|

m NAME —

B ADDRESS _

.cn'vi -

]

BSTATE_ ___ __7zIP ____ ___

]
PHONE

|

B Byte Industries, Incorporated”
B 930 West Maude

Sunnyvale, CA 94086
u (408) 739-8000
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DAY C AMOUNT METH OF PAY DESCRIPIION
1 A 3.33 CASH PENNZOIL
2 2z 35.98 MCHG CRITTERS
3 ¢ 288.11 B OF A WOOL SUIT Listing 1 continued from 126:
4 2 1.29 CASH 700 THBRUSH
S E 958 S ECCE 08D9 CD EB 08 CALL 0BEB:
6 F 68.47 CASH 2 WEEK’S FOOD 08DC 32 F4 06 (D (O6F4).A:
7 G 13.44 MCHG GIFT FOR WIFE 832!‘ gg EE LD ASE:
1 0 08 LD (08F0).A :
8 B 316 CHK#181  MORTGAGE ) 08E4 Cb EB 08 CALL 0BEB.
9 1 2.75 CASH PAY FOR 1 HOU 08E7 32 F5 06 LD  (0BF5),A:
5.01 CASH SUIT CLEANED OBES 22 R(E)‘; :
08 X A: 08EB thru 08F4 counts the number of memory
on, press any key 08EC 21 00 0D LD HL.0DO0O : spaces necessary to find a bit set in the data.
OBEF CB 5E BIT 3,(HL):
08F1 CO RET NZ:
spent the following amounts in each 08F2 23 INC  HL:
eqory for the months of JANUARY FEBRU Q08BF3 3C INC A:
08F4 18 F9 JR *08EF* :
CATEGORY AMOUNT
READY :
S 0700 073A: 0700 thru 0709 inputs a block of data from a
0700 06 00 LD B,00: port 1o a page in memory.
0702 O0E 02 LD C,02:
0704 21 00 0D LD HL,0D00 :
0707 ED B2 INIR
0709 C9 RET
Total amount spent was 4358.99 8;83 gg “82
Total 1ncome was 2.75 070C 00 NOP
S VRS (e e 5 S o708 0 NOP
. 070 00 NOP
Household Finance Part 2 0710 3E CE LD A.CE: 0710 thru 0729 places the N-S-E-W graticule in
" R 0712 32 1F 09 LD 091F).A : the bufter allocated for the video display.
Part1inputs, lists, adds, 0715 3E D3 LD &‘03); ey
updates, changes, 8;1; gé (D;f; ocC Lg (O%DF),A:
H 1 L AC5:
f'n';d. de'e;e:' ':':ems' 071C 32 FF OA (D (OAFF).A:
rites data to a 071F 3E D7 LD A.D7:
cassette tape. 0721 32 CO 0OA LD (0ACO),A :
0724 3E SF LD AEF:
. 0726 32 F 0A LD OADF) A :
Part2 rc::ads c_iata tape; 0729 GC9 RET ( )
gives single item, 072A 00 NOP
single month and 8;38 88 mg;
year-to-date sums, 0720 00 NOP
072E 00 NOP
Both parts........ $15.00 072F 00 NOP
0730 06 01 LD B,01: 0730 thru 073A is for delay only.
: 0732 18 02 JR *0736* :
»Also Available « 0732 06 03 D BOT:
0736 OE 7F LD C 7F :
SPACE WAR . s10.00 0738 ED BB OTDR :
073A C9 RET
Household Utility 1 READY :
(3 Pro a . 12.00 S 0740 074F 0740 thru O74F erases half the video butfer.
grams) s 0740 21 00 09 LD HL0%00:
- 0743 06 00 L ,00 :
Dual Joystick 0745 3E AO LD AAD
0747 77 L (HL).A
Interface ... sas.00 6748 23 INC HL:
0749 10 FC DJNZ *0747*
074B 77 LD (HL).A
SEAWOLF.. . s10.00 074C 23 INC HL:
074D 10 FC DJNZ *074B* :
BREAKOUT. s10.00 074F  C9 RET
READY :
L ' F E _____________ $S20.00 S 0760 0770 0760 thru 0770 are the remaining video erase
0760 21 00 0B LD HL,0B00 : routines.
0763 18 03 JR *0768* :
ORDERS: Send check, money order, 0765 21 00 oC LD  HL,0C00:
. . 0768 06 00 LD B,00:
or VISA/Mastercharge (include expi- 076A 3E A0 LD AAO:
ration date) and add $1.50 shipping. 8;’28 ;; . :l-)h?(r:qz (,TL)Q
H H 9, 076E 10 F Ji *076C* .
Calif. residents add 6% sales tax. 0770 CS RET
INFORMATION: More information READY :
S 08A0 08AB : 0BAO thru OBAB moves the asterisk to the left in
on these and many other currently 0BAO 47 LD BA: proportion to the magnitude of the horizontal
. N . 08A1 DE OF SBC OF : (E/W} wind vector. Limits the data to 15 decimal
available programs is available on a 0BA3 38 02 JR C.*08A7*: to prevent overwriting other memory. !
H i i 0BAS5 06 OF LD B.OF
free flyer. Write directly to Creative 08A7 2B DEC HL:
Software. 08A8 2B DEC HL:
Circle 83 on inquiry card. 08A9 10 FC DJNZ *0BAT7* :
) 08AB C9 RET
Creative Software FEADY -

P.0. BOX 4030, MOUNTAIN VIEW, CA 94040
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Announcement |. The first eight Personal
Programs® from Aladdin Automation are
waiting for you now at your neighborhood
computer retailer or direct from Aladdin.

Now you can get your full share of Aladdin
magic in every one of these Personal
Programs®

ath-Ter-Mind™ A delightful,

educational learning experience

for your pre-school child Watch
the smile on your child’s face as a correct
answer makes the mathematician smile on the
screen before you A nursery song also serves
as a reward for learning elementary addition
and subtraction. With Aladdin’s Math-Ter-
Mind® your child’s pathway to learning will be
fun-filled . . . for both of you. Math-Ter-Mind™.
The first release from the Aladdin Education®™
Series. {nursery song currently available only
on Apple 11™ program)

unar Lander In a controlled

descent, you're just seconds away

from your first landing on the cold,
forbidding surtace of the moon. As you
navigate your delicate spacecraft downward to
the safety of Moonbase, you must be ever
watchful of the dangers rising to meet you with
each passing moment: a fuel level fast
approaching zero; deadly meteor showers that
come from any direction, at any time; sheer-
faced rock chffs and rough terrain. choosing
the correct landing pattern and rate of descent
Aladdin’s Lunar Lander. Your chance to reach
out and touch the stars . without leaving the
safety and comfort of your own chair The first
release from the Aladdin Simulation™ Series

raps All eyes in the casino are

on you The dice are in your

hands. Lady Luck sits at your
shoulder, whispering . ""Just one more time
Try your luck just one more time ~* You throw

and watch the dice tumbling on the

screen With Aladdin’s Craps you play against
the computer. so 1t's awfully tough to win. But
when you do. it's an expenence you're likely
never to forget. Craps. An exciting, heart-
pounding Personal Program®™ The first release
from the Aladdin Las Vegas™ Series

astermind A challenging game

of intngue. centunes old, that will

give you full chance to test your
powers of logic, deduction and reason. And
test them you will, as you try and solve the
computer’s puzzle, using clues as they're
provided one-by-one. You control the degree of
difficulty in this classic Personal Program™ that
offers one simple, yet all-consuming challenge:
beat the Mastermind 1n a direct, one-on-one
battle of wits Aladdin’s Mastermind. The first
release from the Aladdin Old Favorites™ Series

ic-Tac-Toe Five different levels

of difficulty allow a person of any

age or skill to take part in this
relaxing, enjoyable game that can act as a
learning tool. as well. Level |, for example. 1s
surtable for children and 1s excellent also for
teaching simple mathematics The computer
plays just about pertectly at Level V Just
about, that is, so go ahead and take your best
shot. See If you can beat the computer in this
traditional favorite of young and old alike
Tic-Tac-Toe Another first release from the
Aladdin Old Favorites™ Series

ungle Island® Shipwrecked in a

raging storm at sea, miraculousty

you survive only to find yourself

stranded on a seemingly deserted jungle

island Without food. water or supples of any
kind, you begin to try and find your way to
safety. The computer will be your eyes and
ears as you explore your jungle i1sland and all
the mysteries and dangers that lie in wait for
you. Jungle Island®. A captivating first
release from the Aladdin Adventure® Series

tix" Aladdin’s Stix” can be

played with 2 to 5 piles of sticks

and between 1 and 19 sticks in
each pile. The object. to be the one to pick up
the last stick Sounds simple? Yes. but you're
playing against the computer Take heart.
though. because you can control the degree of
difficulty in this update of the ancient game of
Nim Stix* Another first release from the
Aladdin Old Favorites™ Series

uper Pro Football* Here's your

chance to be more than just an

armchair quarterback With
Aladdin’s Super Pro Football™ you can replay
any Super Bowl game, from the first, between
Green Bay and Oakland, to last year's classic
victory by Pittsburgh over Dallas For once you
can turn back the clock and go for that one big
play that made the difference between victory
and defeat in pro football’s biggest game of all
Super Pro Football™® The first exciting release
from the Aladdin Super Pro™ Series

Visit your neighborhood computer retailer or

. contact Aladdin direct to get your full share of
the magic in Announcement [, the first eight
Personal Programs™ from Aladdin Automation

Math-Ter-Mind®™ Lunar Lander Craps

Mastermind Tic-Tac-Toe

Stix™ Super Pro Footbalf™

Welcome to the All-New World of
Aladdin. And Get Ready to
Make Your Own Magic

Copyright 1978 by Aladdin Automation

Circle 3 on inquiry card.
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AMERICAN TAX ASSOCIATES

Alpha Fedtax and Caltax

e

alpha micro systems

This isathoroughly tested and successfully installed software package. It is very user oriented
and simple to use. The package is as comprehensive as available computer tax services. It
will calculate taxes, prepare and print all forms.

This package is supported by American Tax Associates, an established California accounting
firm. In this way you can be assured that the yearly updates will be consistent with the current
laws and accounting practices.

This package is a real time saver. It can perform income averaging automatically, and based
on the data input, the program can determine whether to itemize or to use the standard de-
duction.

The client data collection and input procedures were selected based on the experiences of
American Tax Associates, and the techniques used by many service companies. A simple
form is completed during the client interview. The data from this form is later input into the
computer for processing.

When the client data is entered into the computer you may select to have it print an audit trail
of all data entered. This will enabie you to double check the data entered.

The returns are printed on continuous preprinted IRS approved forms. Those forms not requir-
ing a preprinted form are formulated and printed on blank paper. The data disk will hold up to
120 clients so the software is designed to print all of one page at atime.

The Alpha Micro system was chosen as the base computer system because of its multiuser
capability, high throughput, and upward expandability into a hard disk system.

Yearly updates will be supported by American Tax Associates. These updates are available
from either your dealer or directly from Mission Control.

SYSTEM REQUIREMENTS:

Language: Alpha Micro Systems Basic (compiled) i

Media: 8’ floppy diskette

CPU: Alpha Micro AM-100

Memory: 64K RAM

Printer: 132 col with tractor feed

Floppy: Dual 8" drives required —1

Write for our brochure — Dealerships still available

Contact: Distributor DISTRIBUTED BY MISSIDN
2008 WILSHIRE BLVD., SANTA MONICA, CA 90403 ¢ (213) 829-5137 CONTROL
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Figure, table, and listing A$(n) becomes RIGHT$(A$,n)
numbering continued from A$(m,n) becomes MID$(A$,m,n)
part 1.

The Nature of Robots

Part 2: Simulated Control System

Note on North Star BASIC

The method of accessing strings in North
Star BASIC is different from that of Micro-
soft and other BASICs. Translate as follows:

A${1,n) becomes LEFT$(A$,n)

Listing 2: A control system simulator written in North Star BASIC.

Nt b b ot ot it ez 2 (OO DTTDWN =

=0WONOUIDRWN=QO

2

PRINT ““PROGRAM TWO: SIMULATION OF CONTROL SYSTEM BEHAVIOR"'

PRINT

PRINT ““AFTER PROMPT (COLON), YOU MAY TYPE'’

PRINT ““'PLOT XXXXXX', WHERE XXXXXX MEANS"’

PRINT "*ANY ONE OR MORE CHARACTERS FROM THE"’
PRINT ‘‘SET P,E,R,I1,0,D, IN ANY SEQUENCE."”

PRINT

PRINT *‘YOU MAY ALSQO SET PARAMETERS BY TYPING IN'’
PRINT “THE PARAMETER SYMBOL IMMEDIATELY FOLLOWED"’
PRINT *‘BY AN EQUAL SIGN AND THE VALUE (NO SPACES)."’
PRINT

PRINT ‘'PARAMETERS ARE L, K1, K2, S1, §2, 0, P, R, AND D"
PRINT “‘DEFAULT VALUES 16,1, 2,1, 1,0, 0, 0, AND 15"
PRINT

PRINT ““TO RUN, TYPE .’ (INITIALIZE), OR /' (DON'T INIT)."
PRINT

K1 =1

K2=2

S1=1

S2=1

PO =0

00=0

RO=0

DO =156

Vi{4) =1

V(5)=1

Vi6)=1

INPUT “'DISPLAY WIDTH: ', W

W=W-2

C=W/2\ REM CENTER OF DISPLAY
DIM Z$(W),M$(W),A$(20),B$(6),K(6),U(B),E$(72)

B$ ="“PERIOD"’

28,0 ="""

NEXT J\ REM

DEF FNKX)\ REM
P=P+S1*(K1*X —P)
RETURN P

FNEND

DEF FNO{X)\ REM
0=0+S2*(K2*E-0)
RETURN O

FNEND

DEF FNF(X)=0.5*X\ REM
DEF FND(X)=0.8*X\ REM

CREATE BLANK FILE
INPUT FUNCTION

OUTPUT FUNCTION

FEEDBACK FUNCTION

July 1979 ¢ BYTE Publications Inc

DISTURBANCE FUNCTION

William T Powers
1138 Whitfield Rd
Northbrook IL 60062

In part 1, we went through a chain of
reasoning that ended with the conclusion
that the behavior of an organism is not what
it seems. Behavior appears to be at the end
of a cause and effect chain that starts with
the inputs to a nervous system, but that
chain is subject to disturbances that can
occur after the output of the nervous sys-
tem. Nevertheless, the behavior at the end
of this chain is stable and repeatable, while
events closer to the organism become less
predictable as we get nearer to the neural
signals at the output of the nervous system.
By analyzing an example in which a car
is maintained in the center of its lane, we
saw that this measure of behavior belongs
at both the cause and effect ends of the
chain, and that if this variable is shown
only once in the diagram, a closed loop
results.

We are going to look in more detail at
the behaving system in this closed loop,
to see how it might be organized to pro-
duce the results seen. We will start using a
simulator written in BASIC which allows the
user to vary many parameters of the con-
trol system to see the effects on its actions.
Human behavior will not be mentioned
much in this installment; there are many
fundamentals to cover before we can get
back to the main purpose of this series. The
object here is to retrain the intuition so that
the closed loop way of seeing behavior
becomes as natural as the old straight
through cause and effect way.

Organization of a Control System

The simulator (listing 2) is set up to
demonstrate the properties of a standard
sort of control system organization. We will
first look at that organization, then at the
simulator itself, and finally at some details
of the operation of the control system. You



can do much more experimenting than we
will discuss here.

Figure 5 is a diagram of a typical control
system. Almost every control system can be
expressed in this form, although in the real
system, functions that are shown here as
separate are often combined into one
physical entity. The symbols for functions
and variables are those which appear in the
BASIC simulator.

The behaving system is entirely above

the boundary line. All that is not the be-
having system (or systems inside the organ-
ism at a higher level, not considered here)
is called the environment of the system.
Variables inside the system will always
be called signals, and variables in the envi-
ronment will always be called quantities.
In the environment we have three quantities
mentioned in part 1. The input quantity is
a physical variable that the system can sense.
The state of this quantity is the result of
all influences acting on it (which in our
limited universe means the influence from
the system’s own output) and one repre-
sentative disturbing quantity that can vary
independently from what the system does.
The system’s output is represented by the
output quantity. The input quantity is
called |, the output quantity O, and the
disturbing quantity D.

The output and disturbing quantities are
separated in space from the input quantity,
and they influence the input quantity
through properties of the intervening envi-
ronment. The connection that translates
the state of the output quantity into an
influence on the input quantity is called the
feedback function, symbolized in BASIC
as FNF. The function that translates the
state of the disturbing quantity into another
influence on the input quantity is the dis-
turbing function, symbolized FND. If the
input quantity is associated with some
physical object, then FNF and FND may
both contain properties of that object
(eg: its mass). There are less redundant
ways to handle this in special cases.

The meaning of the previous paragraph
is summed up in line 102:1 = FNF(O) +
FND(D). The state of the input quantity is
the sum of the influences from the output
quantity and the disturbing quantity. In
the real world, both the output quantity
and the disturbing quantity may have many
effects other than those on |, but those
effects are irrelevant to the operation of
this system (perhaps not to the designer or
user of the system, if it is artificial). We have
therefore considered everything about the
environment that is of interest here.

108
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REM **

REM ** COMMANDS FOR SETTING PARAMETERS

GOTO 51

A$=""""\IFE1>LEN(E$) THEN 51 ELSE 63

INPUT ;" E$\A$=""""\E1=1

IF LEN(E$)< >0 THEN 53\ PRINT \ GOTO 51

E1$ =E$(E1,E1)\E1=E1+1

IFE1$=""" THEN 57 ELSE IF E1 >LEN(E$) THEN 56

A$ =A$ +E1$\ GOTO 563
A$ =A% +E1$%

IF A$ ="."" THEN 95

IF A$=""/" THEN 99

IF A$<>""?"" THEN 62

PRINT \ PRINT% 7F3,'K1 = ", K1,”

GOTO 51

IF LEN{A$}<5 THEN 72

IF A${1,5)< >"PLOT" THEN 72
A$ =A$(6)

FORJ=1TO 6\ REM
V{J)=0\ REM

FOR K=1 TO LEN(A$)

IF A$(K,K)=B$(J,J) THEN V{J) =1
NEXT K

NEXT J

GOTO 50

IF LEN(A$)< 3 THEN 91

IF A${1,3)<>"K1="THEN 75
K1 =VAL(A$(4))\ GOTO 50

IF A${1,3)<>"K2=""THEN 77
K2 =VAL{A${4))\ GOTO 50

IF A${1,3)<>"S1=""THEN 79
S1=VAL{A$(4))\ GOTO 50

IF A${1,3)<>""§2 ="" THEN 81
52 =VAL{A$(4))\ GOTO 50

IF A${(1,2})<>"0=""THEN 83
00 =VAL(A$(3))\ GOTO 50
IF A$(1,2)<>""P=""THEN 85
PO =VAL(A$({3))\ GOTO 50

IF A$(1,2)<>""R=""THEN 87
RO =VAL{A$({3)})\ GOTO 50
IFA$(1,2)<>"'D=""THEN 89
DO =VAL(A$(3))\ GOTO 50
IF A${1,2)<>"L=""THEN 91
L1 =VAL(A$(3)\ GOTO 50
PRINT “‘???"",\ GOTO 50

REM **

REM **

REM **

P =PO \ REM
0=00\D=D0O\R=RO

I =FNF(O) + FND(D)

E=R-P\ GOSUB 108 \ REM

D =DO0O\ REM

R=RO

FORL=1TO L1\ REM

I =FNF(O) + FND{D)

P =FNKI)

E=R-P

O =FNO(E)

GOSUB 109\ REM

NEXT L

GOTO 50

REM **

REM **

REM **

U{1)=P+C

U{2)=E+C

U{3)=R+C

Ui4)=1+C

uis}=0+C

U(6)=D+C

PRINT

M$ =Z$\ REM
M$(C+1,C+1)=""""\ REM
FORJ=1TO 6\ REM
U=INT(U(J) +.5) +1

IFU<1 THEN U=1

IFU>W THEN U=W

IF V{J) =1 THEN M$(U,U) =B$(J,J)
NEXT J

PRINT M$,\ REM

RETURN

END

K2, 81='81," S2=",82

TAG VARIABLES TO
BE PLOTTED.

SIMULATION AND PLOTTING LOOP
ENTRY WITH INITIALIZATION

PLOT INIT. CONDITIONS
ENTRY, NO INITIALIZATION

CONTROL LOOP SIMULATION

CALL PLOTTING SUBROUTINE

PLOTTING SUBROUTINE

CLEAR OQUTPUT BUFFER
MARK SCREEN CENTER
LOAD BUFFER

PRINT BUFFER
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R

REFERENCE
SIGNAL
P, PERCEPTUAL E,ERROR
COMPARATOR
SIGNAL SIGNAL
FNI FNO
INPUT OUTPUT
FUNCTION FUNCTION
SYSTEM

ENVIRONMENT

I,INPUT 0,0UTPUT é
QUANTITY QUANTITY P

| FNF, FEEDBACK
FUNCTION

D
FND, DISTURBANCE
‘ le——(O DISTURBING
FUNCTION QUANTITY

Figure 5: The system’s output quantity, O, influences the input quantity, I,
via the feedback function, FNF. The disturbing quantity, D, influences the
input quantity via the disturbance function FND. Both FNF and FND
represent physical links in the environment. The state of the input quantity
is determined by the sum of these two influences.

The system’s input function, FNI, converts the state of the input quan-
tity into a magnitude of the perceptual signal P. P is compared with the
reference signal R in the comparator function, which emits an error signal
E = R — P. The error signal is converted into a magnitude of the output
quantity via the output function, FNO.

Above the line we have the behaving sys-
tem. We cross the boundary at the input
function, FNI. This is the function which
turns the state of an external quantity,
1, into the magnitude of a perceptual signal,
P. Both sensors and computing processes
may be involved in a complex input function.
The outcome, however, is always the magni-
tude of a single signal, whatever it repre-
sents. This signal can only increase or de-
crease; we will always work with one-
dimensional control systems, treating multi-
dimensional control phenomena by using
multiple control systems. The perceptual
signal is the system’s internal representation
of the external world — its only such repre-
sentation.

Line 103 expresses the definition of the
input function and the way it relates the
input quantity and perceptual signal: P =
FNI(I).

Inside the system is another signal, the
reference signal, R. In living systems, this
signal is generated elsewhere in the organ-
ism; it is not accessible from outside. The
reference signal, along with the perceptual
signal, enters a function called the com-
parator, which subtracts one signal from the
other and emits an error signal, E, repre-
senting the signed difference of magnitudes.
It does not matter which signal is subtracted
from which, but for uniformity we will
always treat the reference signal as the posi-
tive input and the perceptual signal as the
one subtracted from it. Thus, a positive
error signal always means that the refer-
ence signal is larger than the perceptual
signal. This function does not have to be
generalized, as nonlinearities and amplifica-
tion can always be absorbed into one of the
other functions.

WO RIS

had one of them returned for repair. Price: $99.

you can plug any of Motoroia’s 40 or 24-pin interface chips. T|

YWIEIRIG)
R-@ WE’'RE NOT JUST THE VIDEO PEOPRPLE

It's true we built our reputation on high precision video digitizers, but that’s not all we offer.

Take B-08 for example, a 2708 EPROM Programmer for the SWTPC 6800. All programming voltages are generated on board and controtled by a
safety switch with an LED indicator. An Industrial quality Textool socket and extende

boar helght allow effortless EPROM insertion and
retrleval. The source llstln? of U2708, our utIIIthto test, burn verify and copy EPROMs Is Included.
(¢]

If you're programming EPROMS a lot, you might take a look at our PROM System Board. PSB-08 features space for up to eight 2708 EPROMs
and 1K of high-speed scratchpad RAM. The EPROMSs are dip-switch addressable for convenlence. An exclusive 1/O select option permits the
user to move the 1/0 locations in memory to any block in EPROM and expand to 56K bytes of contiguous user RAM. Price: $119.95

UIO is another of our popular 6800 products; it’s Just the thing for custom Interfaces. UIO has space for a 40-pin wire wrap socket Into which
ge data and contro! lines are connected to the approprlate edge connector pins

with all other bus connections brought out to a 16-pin socket pad. Bulld circults In half the time with UIO. Price: $24.95

-08 was our first product and we’ve never

One of our most exciting new products is a home controller system. It won't cost several hundred dollars and you won't need any_electrlcal
engineering experience to use it. By mid-summer we will have units available for the S-50, S-100, TRS-80 and Apple computers. Don't write us
now; we'll let you know when we are ready to ship.

Of course we stlll make video gear. The DS-80 for S-100 computers and the DS-68 for 6800 machines are In stock. Our first product_lon run for
the Apple wlil be avallable In early July. So even though we think video is one of the most creative areas opening up for micros, we're not just

the video people.
P.0. BOX 1110 DEL MAR, CA 82014 714-756-2687
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Anatomy of the Simulator

Let’s run through the simulator quickly before we start using it, to
see how this control organization operates.

Lines 1 thru 16 are user instructions. Lines 17 thru 27 initialize the
system in a way that will be used to illustrate a point. Lines 28 thru 33
do more initializing, and ask for the width of your display. Lines 34
thru 36 create a blank string in case your BASIC doesn't set dimensioned
strings initially to spaces.

Lines 37 thru 46 define the various functions of the control system.
If your BASIC can’t do multiline functions, you can substitute sub-
routines here. The idea is to make jt easy to try out different kinds of
functions in the control system.

Lines 49 thru 91 comprise the interpreter, which accepts character
strings and sets initial conditions and parameters before each run. Vari-
ables are initialized and constants are set by typing a string of the form
A=m or An=m (no spaces; terminated by a carriage return). To set up
the plotter, the staiement is PLOT XXXXXX, where XXXXXX is one
or more characters from the set P,E,R,1,0, and D, in any sequence.
The plotter comes up set to plot P, E, and R. If you forget the last
values of the parameters K1, K2, S1, and S2, type 1 and they will be
printed out, We will eventually define them.,

The control system itself is simulated from line 95 to line 108.
Entering the simulator at line 95 initializes the perceptual and output
variables to values given to the interpreter. Entering at line 99 runs the
simulation from the conditions left at the end of the last run. This is
taken care of by the two run commands in the interpreter: a dot (.)
means run with initialization, and a slash () means run without initial-
ization. All commands require a carriage return termination.

The plotting subroutine goes from line 112 to line 128. Its operation
deserves a note, since it was arrived at after some more normal schemes
were rejected for being too slow. When the interpreter is given a string
of symbols to set up the plotting, a table is set up (V(j)) in which a 1
means plot and a 0 means don’t plot. When the plotter is entered, it
transfers all six variables to another table, U(j). The output buffer is
then cleared, and a short loop scans the V table, picking up variables
from the U table when V(j)=1, and putting the symbol into the output
buffer in a position corresponding to the value of the variable. Then the
output buffer is printed out, This eliminates sorting the variables by
size or printing the line as many times as there are variables, This
method nicely cures the fundamental ‘rheumatism’’ of BASIC, as itis
able to plot about two lines per second on my Polymorphics VTl
display.

When two variables fall on the same spot, the variable that actually
appears Is the latest one in the series PERIOD, Thus far is has always
been easy to figure out where a missing variable is hidden.

Once we have a set of variables connecting functions together, and
an overall arrangement, we can treat the system by assembling it piece
by piece. Let’s look at the pieces we have, represented by the four
statements in listing 2 from line 102 to 105:

102 | = FNF(0)+ FND(D)
103 P = FNI(I)

104 E = R—P

105 0 = FNO(E)

Looking at figure 5, we can see that these four statements lead us
clockwise around the closed loop. I is the result of combining the out-
puts of the feedback and disturbance functions. It becomes the input
to the input function, producing a value of the perceptual signal P. P is
one of the inputs to the comparator, which produces the error signal E,

Continued on page 140
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Therefore line 104 represents the com-
parator without using a function; it /s the
comparator function itself: E=R — P,

The error signal drives the output of
the system via the output function, FNO.
The output of the system, therefore, de-
pends not on the input quantity or the
perceptual signal alone, but on the differ-
ence between the perceptual signal and the
reference signal. The output function trans-
lates a signal inside the system into a quan-
tity outside it, according to whatever rule
is described by FNO. If the error signal
changes sign, the output quantity also
changes; in other words, we assume that
output functions have no constant term.
Any such constant term would have the
same effect as a reference signal, creating
an offset in the overall system response.
Not every system can handle error signals
and output quantities that go through zero
and thus change sign, but the principles
remain the same in the region where the
system works.

Line 105 expresses the operation of the
output function: O = FNO(E). This closes
the loop of cause and effect since the
output quantity appears in line 102 where
the input to the system is calculated.

If the system functions are properly de-
signed for the properties of the system’s
environment, this entire closed loop will
seek an equilibrium state. Our simulator will
let us look at time-varying effects, but for
the most part we will be concerned with
steady state refationships.

Once we have seen how time variations
come into the picture, we will concentrate
on variations that occur slowly enough that
the system and its environment never get
far from a steady state relationship. This
is the whole trick in grasping how control
systems work. If you allow yourself to
become embroiled in the interesting details
of stabilization, or interested in the limits
of performance in the presence of large and
rapidly changing disturbances, you may
learn a lot about one control system, but
you will miss the organizational features
that are obvious only when the system is not
being subjected to unusual stresses. We will
be concerned mainly with the normal range
of operation, the range within which this
system can behave very nearly like an ideal
control system. Once that mode of opera-
tion is understood, there is plenty of time to
explore the limits of operation. (See “Ana-
tomy of the Simulator” text box).

A Wrong Approach

Let us start off by assuming that we have
a simple linear system. The input function is
a multiplier of 1, the comparator is already

Circle 291 on inquiry card. —
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Figure 7: The slowing factors have been changed. S1 equals 0.5 and S2 s
0.2. We now have a much smoother curve.
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and not abstract numbers. The simulator
does this in the input and output functions,
lines 37 thru 40 (input) and 41 thru 44
(output). We will be basically dealing with a
linear system in which both the input and
output functions are constants of propor-
tionality. As you can see from listing 2,
however, there's a little more to it than that.

Consider line 42: O = O + S2% (K2*E
— 0). The O on the left side is the new value
of that quantity after this program step has
been executed. On the right side, O indicates
the last value of the output quantity. We
recognize K2*E as a calculation of the
output quantity as if it were simply propor-
tional to the error signal, E. The expression
in parentheses, therefore, is the difference
between this calculated new value and the
old value of O. This is how much the output
quantity would change if it could change
instantly.

This calculated amount of change is
multiplied by S2, a slowing factor, and
the result is added to the old value of O.
We calculate the amount of change that an
instantly reacting system would produce,
but allow only a fraction S2 of it to occur
on any one iteration. S2 is a positive hum-
ber between zero and one. We've put a low-
pass filter into the output function, without
affecting the steady state proportionality
constant.

The same thing is done for the input
function. A slowing factor S1, between zero
and one, acts to slow P down. We need only
one slowing factor to make this simulator
behave realistically, but there is provision
for two, so that you can explore the effect
of having two if you wish. In all the plots
to follow, we'll use a modest slowing factor
of 51=0.5 in the input function, and essen-
tiaily all of the required slowing in the out-
put function. Once you get the hang of this
you can put slowing factors into any of the
functions.

The simulator is initialized with S1 and
S2 set to 1, which reduces O + S2x {K2xE
— 0) to O + K2xE O or just K2xE (no
slowing at all). The same is done for the
input function. Let's set them to other
values and see what happens. The values of
S1 and S2 can be set by typing S1=n or
S$2=n and a carriage return:

:$1=0.5
:§2=0.2
:. (run with initialization)

Suddenly we see nice, smooth relation-
ships (figure 7). If you measure, you'll see
that the input signal, |, ends up just six
units to the right; the same solution given
by the algebraic approach.

Does this mean we can just use algebra
to analyze a control system? Not at all.
We won't delve into this, but the algebraic
solutions are valid on/y if the differential
equations which really describe the system
have steady state solutions. Then the alge-
braic solutions are the steady state solutions.
In our simulator, we sec all the time
variations that lead toward the steady state,
and the algebra says nothing about these.
By putting the slowing factors into our cal-
culations we have caused this system to seek
a steady state. Therefore, it is the stability
of the system that tells us we can use alge-
bra, not the other way around. Predicting
stability can become a messy process. We
fiddle around with slowing factors until we
get stability, which is more or less how
Nature does it anyway.

We have now established the fact that
using natural logic and following causecs
and effects around the closed loop as a
sequence of events will lead to a wrong
prediction of control system behavior. This
immediately eliminates three-quarters of
what biologists, psychologists, neurologists,
and even cyberneticians have published
about control theory and behavior. We
are just beginning to see that one must
view all the variables in a control system
as changing together, not one at a time.
This is what | mean by retraining the in-






Using the Simulator

The simulator is run from the keyboard, using commands that tell it
which variables to plot and what values of variables and parameters to
start with, The instructions can be given one at a time, terminated by
carriage returns, or they can be given in a continuous string with com-
mands separated by commas. The latter js useful for altering parameters
in the middle of a plot in order to see their effects.

The only time a space is permitted in a command or string of com-
mands is when it is separating the word PLOT from the string of
variable symbols to be plotted.

In order to tell the simulator what variables to plot, type:

PLOT XXXXXX

where XXXXXX means a string of 1 to 6 symbols from the set PE-
RIOD. The order of the symbols makes no difference. When two or
more symbols land on the same plot, the one that you see is the latest
in the series PERIOD, regardless of the order in which they were given.

To start a plotting run, type a period followed by a carriage return
or comma if initialization is to occur first, and type a slash (f) if the
run is to start from the conditions at the end of the previous run. Initial-
izing creates one extra line of plot showing the initial conditions.

The parameters and variables that can be set are as follows:

L Number of lines to be plotted in any plotting run.

K1  Steady state proportionality factor of the input function.

S71  Slowing factor for the input function, positive and between
Oand 1.

K2  Steady state proportionality factor of the output function.

52 Slowing factor for the output function; positive and be-
tween O and 1.

O Initial value of output quantity.

P Initial value of perceptual signal.

R Setting of reference signal.

D Magnitude of disturbing quantity.

Examples: (colon is prompt from computer. Always terminate a
string with a carriage return).

SetLtol6 :L=16
Set D to 0, run without initializing  :D=0,/ or
:D=0
:/

Set D to 0, plot 2 points

after initializing, set D to  :PLOT PER,D=0,L=2,.,D=10,L=13,/
10, plot 13 points from

previous conditions. Plot P,E, and R

The program is written so that after a plot is completely done (a
complete string has been interpreted), the prompt character appears to
the right without a carriage return. That allows a 16 point plot to be
shown on a 16 line video display screen without the final carriage re-
turn bumping the first line off the screen. If you want your next string
to start at the left, just hit a carriage return.

To find out the values of K1, K2, S1, and S2 when you forget them,
type “?” followed by carriage return and they will be printed.
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tuition. Cartesian concepts of cause and
effect, and Newtonian physics, have trained
us to think along directed lines. What we
need to do to understand control systems
is to learn how to think in circles.

Properties of a Control System

Figure 8 shows the control system and
its environment as we will be dealing with
it from now on. Let’s start with some
definitions:

Loop Gain means the product of
all the steady state factors encoun-
tered in one trip around the closed
loop, counting the comparator as
a factor of —1. In the initial setup,
K1 was 1, K2 was 2, and the feed-
back function FNF was a multi-
plier of +0.5, so the loop gain was
—1. The sign of the loop gain is the
sign of the feedback; we have (and
will  continue to have) negative
feedback.

Error Sensitivity is the factor K2,
the steady state proportionality fac-
tor in the output function FNO.
This number expresses how much
output will be generated by a given
amount of error signal.

Input Sensitivity is the factor K1,
the steady state proportionality fac-
tor in the input function FNI. This
number expresses how much per-
ceptual signal will be generated by a
given amount of input quantity.

We are going to perform a series of
experiments with this control system in
order to arrive at some useful rules of
thumb for thinking about how control
systems work. These rules are approxi-
mations, but by doing the experiments
and seeing how good the approximations
are, you will learn to think precisely about
control phenomena, even when using ap-
proximate language.

We will set the system parameters to
give a loop gain of ~10. As a way of sum-
marizing where we are (refer to figure 8),
the commands are given one at a time
with annotations:

:K1=1 Input sensitivity = 1.

:K2=20 Error sensitivity = 20.
:51=0.5 Input slowing factor = 0.5.
:$2=0.07 Output slowing factor = 0.07.
:R=0 Reference signal = 0.

:0=0 Output initialization = 0.
:P=0 Perception initialization = O.
:D=0 Disturbance = 0.

Circle 99 on inquiry card.






Figure 8: Adjustable pa-
rameters are K1 (input
sensitivity), S1 (input slow-
ing factor), K2 (output
sensitivity), and S2 (out-
put slowing factor). P and
O can be initialized to any
starting value (normally
zero). R and D can be set,
and remain the same dur-
ing a run. The value of the
feedback function is set at

0.5, the value of the
disturbance function at
0.8.

P COMPARATOR E
INPUT OUTPUT
Kt,st FUNCTION FUNCTiON | K2:52

x 0.5

x0.8

Type those commands, and the system is
now set up in a “home base” condition.
Remembering that the comparator is equiv-
alent to the factor of —1 and the feedback
function is permanently set to be a factor
of +0.5, this combination of parameters gives
aloop gain of 1 x (—1) x 20 x 0.5 = —10.

There are two fundamental rules of
thumb: a control system keeps its perceptual

signal matching its reference signal, and the
output of a control system cancels the effects
of disturbances on the input guantity. We
will take these up in order.

Rule1: P=R

We're looking at the system with no
disturbance acting (D=0). If you want to
be sure that everything stays at zero, type
PLOT PERIOD. followed by a carriage
return. You will see a row of Ds, D being
the last symbol in the sequence PERIOD
and hence the only one visible when all
variables are at zero.

Now we will plot just the reference
signal and the perceptual signal. The first
two points will be done with the initial
conditions set up above. The reference
signal will then be set to +25 units, and the
plot will be continued for 13 more points.
Since this plot will commence with ini-
tialization (the dot command), an extra
line showing the initial conditions will
be plotted first. This makes a total of 16
lines, which will fit on most video displays.
Of course, if you're doing this on paper
you don’t have to worry about the number
of points plotted. Here is the command
string:

ﬁ

WE HAVE IT

What is IT? The New Pascal Microengine.

Call us about IT at (803) 756-6000.

THE PASCAL
MICROENGINE

FROM THE COMPANY
THAT GIVES YOd
TOMORROW’S INVENTIONS
TODAY

IT features the new Western Digital 16 Bit Pascal Microengine CPU, 64K
RAM, (2) RS232 ports, (2) parallel ports & (2) Shugart 8014 dual density drives.
IT will directly execute Pascal generated P-Code (the only CPU on the market
designed to directly execute a high level language), & IT will run compiled
BASIC. Wait, that's not all — IT normally sells for $4,495, but you can have IT
for $4,195. Dealer prices are much lower. Plus we have software galore.

155"
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TRS5-80 SOLUTIONS!
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BUSINESS

Appointment Log by M. Kelleher Perfect for the
professional. Accepts name and address, meeting
start and endings, subject matter, derives elapsed
time. For Level l], 16K $9.95

Payroll by Stephen Hebbler Comprehensive 24 pg.
manual with step-by-step instructions included in the
package. Supports W2 and 941 information. D,
$69.95

Mail List | by Michael Kelleher is the economy model
of disk-based mailing list programs. Uses a single
drive and handles up to 1400 names per disk, plus
provisions for sorting options. 16K, D $19.95

BIZ-80
The Business Software People®

Just about everything you need ... within 1
year, participants receive programming for
Inventory, Accounts Recelvable, Accounts
Payable and General Ledger systems, plus
Sales and Payroll. Ci do 1
and software on diskette, 5200 00

Mail List Il by BIZ-80 Complete mail list system for
dual disk. Enter, update, merge, sort, and print
mailing labels. D, 32K  $99.95

Small Business Bookkeeping by Roger W. Robitaille,
is based on the Dome Bookkeeping Journal, sold for
years in stationery and discount outlets. Level H, 4K
with ($22.00) or without ($15.00) Dome journal.
Inventory System Il by BiZ-80 Proper inventory
management is the backbone of a profitable business,
yet it's very difficult to keep current on price
increases, shrinkage, low-on-stock items, profitable
items versus losers, without an efficient and prompt
method of surveying your inventory levels at any
given time. This program can help you to achieve
optimal management — it can handle up to 1,000
items on one disk; each additional disk can handle
another 1,000 items.  With Documentation, $150.00
inventory S by Roger W. Robitaille, Sr. 240 stock
items can be contained using the full 6 data areas and
2 pieces of alpha information. Level | or 11,16 K $25.00
Inventory 1.2 Disk based program allows for
creation, maintenance and review of aver 2,000 iterns
per clean diskette. Operates under Disk BASIC,DOS
2.1 with minimum memory allocation. D, $59.95

ST 80 - SMART TERMINAL
Lance Micklus

Turns your TRS-80 into a computer terminal.
Features include CONTROL key, REPEAT key,
ESC key, RUN key and a functioning BREAK
key. Lets you list incoming data on line printer.
Reprogram RS-232-C switches from keyboard,
making baud rate changes simple. Level I1, 16K
$49.94

Text-80 by Frank Rowlett Fully-documented text
processing system for disk. Create, edit, move,
delete, insert, change, print words or lines. D, 32K
$59.95

KVP Extender by Lance Micklus Corrects keyboard
bounce, upper case lock, permits use as a terminal,
screen printing. On tape ($24.95) or disk ($29.95)
8080-Z80 Conversion by M. Kelleher Permits you to
enter 8080 codings and returns the Z80 equivalent. L
I1, 16K $15.00

Basic Statistics by Steve Reisser Pearson product-
movement correlation coefficient, chi-square, Fisher
T-test, sample analysis of variance, Z-scores and
standard scores, with a random number generator
buiit in to simulate data. L I, 16K $20.00
Renumber by Lance Mickius Complete user control
over which lines are renumbered, and how, including
all GOSUB's and GOTO's. Specity 4, 16, 32, or 48 K
version when ordering. Operates in Disk mode. L 11, 4
through 48K, $15.00 Source Listing, $20.00 All 4
versions on disk, $25.00

Circle 374 on inquiry card.

NEWDOS
Apparat

DISK ERROR SOLVED! Stop blaming your
drive, fix your DOS with NEWDOS: an
enhanced disk-operating system capable of
correcting over 70 errors in TRSDOS 2.1 to
improve reliability, end key bounce, enable
DOS commands to be called from BASIC and
much more! Available NOW for 16K systems
with a minimum of 1 disk drive. $49.95

ACTION GAMES

Slalom by Denslo Hamlin Choose between Slalom,
Giant Slalom and Downhill. Level LI, 16K $7.95
X-Wing Fighter by Rev. George Blank Put yourself
into the cockpit of this fighter. Extensive use of
INKEY function puts all ship controls at your
fingertips without hitting ENTER key. Long range
sensors warn of approaching aircraft prior to visual
contact. Level I, 16K  $7.95

Air Raid by Small System Software High speed
machine language program with large and small
aircraft flying at different altitudes. Ground-based
missile fauncher aimed and fired from keyboard.
Planes explode when hit, cause damage to nearby
aircraft. Score tallied for hits or misses. Level | or I1,
4K $14.95

Batter Up by David Bohlke Level I, 16K $5.95
Ten Pin by Frank Rowlette A game of coordination,

the scoring is true to the rules of the sport. Level I,
16K  $7.95

ADVENTURES
Scott Adams
Feel as if you're manipulating HAL from 2001
when you play these games. Hardly any rules,
finding out is part of the fun. Two adventures
on 32K disk, $24.95 Tape, one adventure on
each tape - pirate or land - Level I, 16K $14.95

DOG STAR ADVENTURE
Lance Micklus
You’re trapped aboard an enemy battlestar ...
can you find the gold, rescue the princess,

discover the plans and safely escape? Level Il, ¢
16K $9.95 b

Amazin’ Mazes by Robert Wallace Ever-changing

maze situation Level Il, 16K $7.95
Sink 'UM by Rev. George Blank Lil, 4K $4.95
Breakaway by Lance Micklus Level | or Il, 4K $4.95

Treasure Hunt by Lance Micklus Explore caves in
search of twenty hidden treasures. L | or I,
16K $7.95

Kamikaze by Russell Starkey Command your ship
against attacking suicide planes. Machine language
graphics make this fastand fun! L 11, 16K  $7.95

MISCELLANEOUS

Diskettes Dysan 104/1 Box of five, $24.95 + $1.00
shipping Verbatim, box of ten, $34.95 + $1.00
shipping/handling

Z80 Instruction Handbook by Scelbi Publ. $4.95

The BASIC Handbook by Dr. David A. Lien $14.95 +
$1.00 shipping/handling

SIMULATIONS

3-D Tic Tac Toe by Scott Adams Three skill levels —
author warns you to practice before tackling
computer’s third skill level. L1 or I, 16K $7.95

Star Trek 111.3 by Lance Mickius One of the most
advanced Star Trek games ever written. Level 11, 16K
$14.95

End Zone by Roger W. Robitaille, Sr. Authentic
football simulation, right down to the 2-minute
warning. Level lor I, 16K $7.95

Cribbage by Roger W. Robitaille, Sr. You versus
the computer cribbage played by standard rules.
Level lor I, 16K $7.95

Bridge Challenger by George Duisman You and the
dummy play 4-person contract bridge against the
computer. Level Il, 16K $14.95

‘Round the Horn by Rev. George Blank You're the
captain of a clipper ship racing from New York to San
Francisco. Level 11, 16K $9.95

Concentration by Lance Mickius One of the most
poputiar televisiongames L lorll, 16K $7.95
Safari by David Bohlke You're in the running for a
tilm contract at a major Hollywood studio. To qualify,
you must photograph the most wild animals in their
natural habitat. Level Il, 16K $7.95

Pork Barrel by Rev. George Blank Places you in the
shoes of an aspiring Congressman. L Il, 16K $9.95

Backgammon by Scott Adams Level I, 16K  $7.95

Chess Companion by M. Kelleher Combines chess
clock features with ability to record your moves while
action is fast and furious. Level Il, 16K $7.95

Sargon Chess by Dan & Kathe Spracklen Winner of
the 1978 San Jose Microcomputer Chess Tournament
Level I, 16K $19.95

Mastermind 11.2 by Lance Micklus Lets you and the
computer take turns making and breaking codes.
Level I, 16K $7.95

PERSONAL

RPN Caiculator by Russell Starkey A self-
documenting calcutator program. Uses Reverse
Polish Notation with 4-level stack, 100 memories,
scientific functions. Level I, 16K  $9.95

Home Financial Management by M. Kelleher Turns
your computer into a personal financial advisor. Level
I1,16K  $9.95

Tarot by Frank B. Rowlett, Jr. Probably the best
future-gazing type program ever written. Try it —
you'll like it! Levei l or Il, 16K $9.95

Ham Radio by M. Kelleher Amateur frequency
Allocations, 1D Timer, Q-signal File, Amateur Log
Routine, Propagation forecasting. L I, 16K $9.95
Special Disk-enhanced version, 32K $24.95

Educator Assistant by Steve Reisser Five programs
of value to educators. Compute percentage,
individual student averages, class averages, standard
test scores, final grades. L il, 16K $9.95 D, $14.95

Electronic Assistant by John Adamson A group of 8
subprograms designed to solve problems such as
tuned circuits and active and passive filters. L I,
16K $9.95

Personal Finance by Lance Micklus 33 different
budgets can be easily adapted by user to fit his
individual needs. A 2-part program, entry and
search. Level I, 16K $9.95

Advance Personal Finance by Lance Micklus Same
as above with advanced analysis routine. Supports
Disk Files D, 32K $19.95

SOFTSIDE Your BASIC software magazinﬁ
Regular 1 year subscription - 12 issues - $15.00

PROG/80 For the serious programmer, from

beginner to professional 1 year regular
subscription - 4 issues - $10.00 j

17 Briar Cliff Drive

T¢E 1-:603-673- SIIIII

TRS-80 Software Exchange =

Milford, New Hampshire 03055
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Figure 9: The values of variables are listed in this plot. The disturbance value

:K1=1,K2=20,51=0.5,52=0.07,R=0,0=0,P=0,0=0
:PLOT PR,L=2,.,R=25,L=13,/

R
R
R
P
. P
tR=-25,/
R
R P
R P .
PR
P R
P R .
P R .
RP .
R P .
R P .
R P -
R P -
R P .

is changed from +25 to —25.

Figure 10: Change of gain during plot. After 8th line, gain goes from 20 to
40. Reference signal is changed to check operation.
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:PLOT PR,L=2,.,R=25,L=13,/

Before discussing this, let’s do another
run of 13 points (figure 9), setting the
reference signal to —25 units and continuing
without initialization (the slash command,/):

:R=-25,/

It is clear that the perceptual signal comes
to a steady state quite close to the magni-
tude of the reference signal, whatever the
reference signal may be. The question is, how
critically does this tracking cffect depend
on the input sensitivity and error sensitivity?

Let’s leave the reference signal at —25
and do a run in which the error sensitivity
is doubled at the start, and the input sensi-
tivity is doubled halfway through the run.
We will start from the previous conditions.
The loop gain will now be —40 instead of
—10.

1K2=40,L=8,/,K1=2,/

To insurc that everything is working
correctly, let’s flip the reference signal
to +25 units (figure 10):

:L=16,R=25,/

While there is an effect on the way the
tracking takes place, the only effect of
these rather drastic changes in input and
error sensitivity is to make the tracking a
little better. What about a decrease in
these parameters?

:L=16,K1=0.5,K2=10,/,R=25,/
(Loop gain now 2.5)

Figure 11 shows that the approximation
P=R isn't very accurate any more. For
loop gains smaller in magnitude than about
10 (negative), the approximation begins to
lose accuracy.

You will notice that doubling the error
sensitivity, which doubles the amount of
output generated by a given error, does
not double the amount of output that
actually occurs. Far from it. When, for
any reason, the loop gain goes up, the
steady state error simply gets smaller,
assuming that the system remains stable.
This fact does violence to the popular idea
that the brain commands muscles to pro-
duce behavior. If that were the case, doubl-
ing the sensitivity of a muscle to the nerve
signals reaching it ought to produce twice
as much muscle tension. Nothing of the
sort happens, unless you've lopped off the
rest of the nervous system, particularly the
feedback paths.



As long as the loop gain is sufficiently
large and negative (—10 or more negative
will do for a number), a stable control
system will match its perceptual signal
nearly to its reference signal, regardless
of the reference setting. We are ignoring,
of course, transient effects.

All of this was done with the distur-
bance set to zero. Now let us set the ref-
erence signal to zero, and check the second
fundamental rule of thumb.

Rule 2: (delta 0) = —(delta D)

This rule requires some interpretation. It
says, for the sake of brevity, that (with the
reference signal constant) a change in the
output quantity is equal and opposite to
(the minus sign) a change in the disturbing
quantity. Generally, the input and disturb-
ing quantities will affect the input quantity
through different physical paths. In our
model, the output quantity acts through a
multiplier of 0.5, and the disturbance
through a muitiplier of 0.8. The rule has to
be interpreted to mean that the effects of
the changes on the input quantity are equal
and opposite. We will see this demonstrated.

We will now plot the output guantity,
0, the disturbing quantity, D, and the input
quantity, | (to make the above clear). The
reference signal could be left where it is,
but to avoid confusion let’s set it to zero
for this set of plots. The loop gain is set to
-10.

:PLOT OID, R=0,K1=1,K2=20,L.=1,D=0,
,LL=15,D=15,/
Let this plot run out, then:
:D=-15,/

There is some lurching back and forth
in figure 12, but in the steady stale the
behavior of the input quantity shows that
the effect of the disturbance is essentially
cancelled by the final effect of the output
quantity.

If you did some measuring on the plot,
you would find that the final value of the
output quantity is very close to 8/5 of the
value of the disturbing quantity. This
follows from three facts: the input quantity
ends up nearly at zero; one unit of output
has 0.5 unit of effect on the input quantity;
one unit of disturbance has 0.8 unit of
effect on the input quantity. This is the
kind of reasoning that helps in understanding
how a control system works.

The primary observation about a control
system is always the existence of an input
quantity which is stabilized against disturb-
ances by variations in the output quantity.
If the input quantity is held essentially

:L=16,K1=0.5,K2=10,/ ,8R=25,/
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Figure 11: The simulation parameters have been changed to produce a gain
of 2.5. Notice that the approximation P=R is now inaccurate.

¢PLOT 0ID,R=0,K1=1,K2=20,L=1,0=0,.,L=15,0=15,/
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Figure 12: The reference signal has been set to zero

i~ - AR - E-E-A N -

D

D

. I 0

B 1 b

. 1 D

1 D

I. D

1. b

1 b

-1 D

.1 D

o1 D

oI D

.1 D

.1 D

.1 o

.1 0

. 0

. o
I 0
. 1 0
« I ]
oI 0
I. o

1. 0

. 0

. ¢

I [¢]

I. 0
I. 0
I. 0

. This plot shows us the

input quantity, the output quantity and the disturbance signal for D=+15

and then D=—15.

July 1979 & BYTE Publications Inc

149



:PLOT RIOD,b=0,R=0,L=1,.,R=12,L=15,/,0=15,/

-
bt bt b -
TDVOVDDVDDD-DDDDOD
-
-
-
OO0 O0O0
(=]
(=]
(=]

RO D 1
I

o
o x
-
oo

o
]
0o

-

QOOe 1 s s 1P DOUDDUOUOO0OODUDOODOODOOO
D

(=]
VO oDOoODUUUOODUUC O

[-X-X-N-N-N-N

Figure 13: A look at different reference signal effects. As explained in the
text, the disturbance signal has made the perceptual signal match the refer-
ence signal.
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constant (in the steady state), then one
can deduce the relationship between disturb-
ances and the system’s output quantity
simply from observing the properties of the
system’s environment. On inspection, an
external observer can see both the feedback
function and the disturbance function, here
multipliers of 0.5 and 0.8 respectively. For
any given disturbance, the effect on the
input quantity for a constant output
quantity can be calculated on purely physi-
cal grounds. Since the input quantity
remains undisturbed in the steady state, one
can then look at the connection between
the output quantity and the input quantity,
and deduce how the output quantity must
change to account for the fact that the input
guantity doesn 't change.

Thus, in order to predict how this system
will react to any external disturbance, it is
necessary only to know that the system isa
control system and to look closely at its
environment. The kind and amount of reac-
tion follow from the nature of the feed-
back and disturbance functions which are
properties of the visible environment.

Most important, as far as the life sciences
are concerned, the form and amount of
reaction do not depend on any property of
the control system; not enough to make any
difference. Therefore, when you apply a
stimulus and see a response, you are using
the organism as a complicated analogue
computer in order to study the physics of

the local environment. This is not what
the life sciences have thought they were
doing.

All that remains to wrap up this section
is to see the effects of disturbances when
the reference signal is set to different values.
This will lead to the definition of a useful
technical term: the reference level of the
input quantity (see figure 13):

:PLOT RIOD,D=0,R=0,L=1,,R=12,
L=15,/,D=15,/

If you have a 16 line video display this
will scroll past you, losing the early parts,
but no matter. The first event is that the
reference signal is set to 12, and the input
quantity moves essentially to +12. The out-
put quantity goes to +24 in order to accom-
plish this. Then the disturbing quantity goes
to +15, which has the exact effect on the
input quantity that +24 units of output
have. As a result, the output quantity drops
to zero — exactly zero, if you look at the
numbers.

In effect, the disturbance, by itself, has
enough effect to make the perceptual sig-
nal match the reference signal. Looking at
figure 8, you can see that this would mean
a zero error signal and no drive to the out-
put function. So, whenever the output drops
to zero, we know that the perceptual signal
is matching the reference signal, even if we
can’t see it.

In our model right now, the input sensi-
tivity is 1, so the perceptual signal is numer-
ically equal to the input quantity. That's
a coincidence, since the units are different:
physical units outside, impulses per second
inside. Even if K1 wasn’t 1, the output
would still drop to zero when P = R. Thus,
we can give a special name to the particular
value of input quantity (however created)
that brings the error signal, and hence
the output quantity, to zero: the reference
level of the input gquantity. The reference
signal clearly determines what this reference
level will be, but so does the form of the
input function.

Main Points Reviewed

All of this is supposed to have established
two principal ideas. The first is that control
systems control what they sense, not what
they do. The second is that control systems
act on the outside world only in order to
protect a controlled perception against
disturbance.

As we have demonstrated these princi-
ples, we have established some other odd
facts. We have found that the main effect
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of negative feedback in a control loop is to
diminish the effects which disturbances
would otherwise have on the system’s input
quantity. While we have had only one
disturbance at our disposal, it should be
clear that the number or the causes of
disturbances make no difference. If ten
different disturbances were acting at once,
they could only end up increasing or
decreasing the value of the controlled input
quantity. Since the system maintains control
by acting directly on the input quantity,
and not by acting to oppose the cause of
the disturbance, the system does not have
to take account of the number of causes
acting, or the phenomena that are involved.
It acts to oppose the net effect of any dis-
turbances on the input quantity.

From the point of view of the behaving
system itself, reality consists of the magni-
tude of one perceptual signal, because that
is the only internal representation of the
outside world. If the system can be said
to have a purpose or intention, it must be
to maintain the perceptual signal matching
the reference signal. The reference signal
specifies to the system what it is to sense,
but not what it is to do.The output that
matches perceptual and reference signals
is determined by the nature of the feed-
back function and by the strength and
direction of any disturbances that may
be acting. Whatever sets the reference
signal, thus effectively controlling the per-
ceptions of this system, does not have to
know anything about Aow the control
system comes up with amatching perception.

What is perhaps most amazing to a person
who has not previously worked with nega-
tive feedback systems is the capability that
this system has to maintain quite precise
control over its own perceptual signal, even
if its own properties change. If its oulput
apparatus becomes stronger or weaker, or
its perceptual apparatus becomes more or
less sensitive, there is scarcely any effect on
the perceptual signal. As long as some mini-
mum loop gain is maintained and the system
does not become unstable and begin oscil-
lating, it does not really matter how much
loop gain there is, or whether most of it is
in the output or the input function.

A servomechanism engineer might find
this approach somewhat odd. Why all this
fuss about the system’s internal perceptual
signal? When you build a contro! system for
a practical use, you worry more about the
external variables than internal variables,
because the customer is interested in the
external variables.

This is exactly the point. Living control
systems are not interested in the external
variables. They can’t be. They don’t know
about them, except indirectly. All they
know is what happens to themselves. The
point of behavior is not to accomplish
something for a user in the external world,
but to affect the system itself. Everything
that a living system knows about the outside
world has to first exist in the form of per-
ceptual signals, or some other internal effect
of external events (not all organisms have
nervous systems).

In part 3 we will start looking at living
systems more directly, and this will become
much clearer. We now know that control
systems control, above all, their own internal
perceptual signals. Next time we will see
why they do that.

In the mcantime you might enjoy using
this simulator to do further explorations.
We have looked into only a few of the
questions that might be raised about control
systems. The simulator can reveal far more
than we have seen. For example, it is in-
structive to look at the effects of the
disturbance strictly from the external
point of view (plotting I, O, and D), and
then to look at exactly the same cffects
from inside {plotting P, E, and R). We
haven’t even raised the question of what
a control system looks like when it becomes
unstable, how the slowing factors interact
with loop gain to determine stability, or
what happens when the input function, the
output function, or both arc nonlinear.
Speaking of nonlincarity, you might try
rewriting the definition of the feedback
function as follows:

45 DEF FNF(X)=X*X*X/2048+X/2

and then performing some of the experi-
ments again. Try to make the input func-
tion /logarithmic (adding a constant to
make sure you don’t make the perceptual
signal negatively infinite), and see how the
input quantity and perceptual signal behave
as the reference signal or disturbance is
changed.

The main objective before the next
article in this series appears is to under-
stand how a control system controls its
perceptual signal, and why an cxternal
observer, who doesn’'t know about the
controlled input quantity, might think
the disturbance acts on the system to
make it respond, like a doorbell. The sim-
ulator is there to help you grasp this closed
loop phenomenon. | hope it does help.®
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The most important result of computer
applications in music is that they have en-
couraged a variety of new ideas to be formu-
lated, tested, and reformulated in a short
period of time. Concepts that previously
would have taken much longer to develop
and verify have already been brought forth.
Musical thought is consequently on a higher
level today. This applies to all aspects of
work with computers — as much to research
as to creative work, but perhaps less to
music than to some other fields. The in-
creasing availability of microcomputers can
only further this trend.

The distinction between research and
creative work is artificial, for much research
is creative — certainly when it pursues new
ideas. Computer work in music has for many
years been carried out in the creative areas
of musical composition and sound synthesis,
and the research areas of musical analysis
and music theory. In this discussion | will
not consider such areas as music bibliog-
raphy, music printing, CAl (computer-
assisted instruction), and related disciplines.
While much important work has been done
in these areas, they are not generally con-
cerned with creative or conceptual problems.
Music bibliography essentially involves an
information storage and retrieval system.
Music printing is a problem of automation.
CAl certainly encompasses creative work,
but thus far only the most rudimentary
instructional tasks have been delegated to

computers, and then only with limited
success.
instead, | will discuss music theory,

analysis, sound generation, and composi-
tion and their relation to the computer.
While we are discussing the question of
musical tasks in general, it is relevant to
point out that any musical task is in prin-
ciple subject to delegation to a computer.
Musical tasks include any activities carried
out by human beings that involve interaction
with music.

Music is composed by composers in ways
that, traditionally at least, involve only their
own internal ideas, realized sometimes with

the assistance of an instrument like the
piano. Music is performed by performers
who usually play from printed notation.
Music is heard by listeners who may then
engage in reflection, evaluation, or criticism.
Musical documents such as recordings or
scores are kept in libraries where they are
filed according to careful systems of clas-
sification. Computer composition, perform-
ance, printing, recording, documentation,
bibliography — even evaluation or criti-
cism — all are feasible.

The problems involve simulating the
sensory processes with which people inter-
act with music — listening, writing, visual
communication — and the mental processes
with which they make their conclusions
about music. The sensory processes are simu-
fated by the 1/O (input/output) devices on
computers, and since computers cannot do
all of these tasks in the same way that
people can, various languages have been
devised to enable translation from the
human form into a form computers can
read. The mental processes are simulated
by the programs.

Now that we have described these general
features of computer work in music, let us
consider some specific problems concerning
the four disciplines mentioned above and
how using a computer has encouraged the
formulation of new concepts in creative
ways.

Music Theory

There has always been a close relation-
ship between the discipline of music theory
and other fields, particularly analysis and
composition. In the twentieth century,
composers have produced some highly
original theories that they have attempted
to apply to their compositions, either
before or after they have written them.
The term ‘speculative music theory” de-
scribes theories conceived before the music
illustrating them is written.

After the music has been composed, it
is usually a simple matter to verify whether






a theory applies to it, assuming that the
theory is adequately formulated. For ex-
ample, Schoenberg’s conception of atonal
music and later his “method of composi-
tion with 12 tones’ originated as specu-
lative ideas which were described, albeit
confusingly, in his books Harmonielehre
and Style and Idea. More recent composer/
theorists like Milton Babbitt have extended
Schoenberg’s original ideas to even greater
levels of abstraction.

The availability of computers has spurred
great efforts to test these theories and other
ideas to a greater degree than people had
been willing to attempt before. (Though
most theoretical work has been done on
large general-purpose computers, much can
now be done on microcomputers, as is
shown in our example of pitch structures.)
Concomitantly, the results obtained by
these researchers have brought forth new
ideas and exposed the inadequacies in old
ones.

Part of the reason for such success has
been the fact that it is by no means obvious
or easy to explain how theoretical ideas
apply to a piece of music in detail, and
people have had to clarify their methods
in ways that go beyond what had been
accepted before in noncomputer work. Com-
puters do not presently have the ability to

listen {in the sense that a person “listens’)
to a piece of music to decide whether
or not a given idea applies to it. Researchers
have instead formulated methods that in-
volve detailed inspection of the notation
for a piece. Sometimes these produce results
that seem mystifying or incorrect when
compared with results reported by listeners.
This conflict demonstrates the difficulty
of accepting unintuitive ideas about music
and the question of whether or how listeners
ought to revise their listening habits in order
to perceive musical structures that are veri-
fied to exist in the music.

Theories, in the sense employed thus far,
are ideas that explain the structure of entire
compositions or passages of music. Few
musical theories, even that of triadic ton-
ality, are in fact expressed in any such detail.
Usually there is a large gap between the the-
oretical constructions and their applications
to the music that is supposed to be filled by
the reader. This is obviously true of such
modern concepts as pantonality (see refer-
ence 6), or of attempts to perceive Schoen-
berg’s 12 tone compositions in a certain key
(see page 407 of reference 7). Allen Forte’s
theory of set complexes (reference 8) pre-
sents a collection of ideas that would still
not be a theory in the sense described above,
but he nevertheless has much more success
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in describing how his ideas relate in specific
ways to actual musical content and the
difficulties encountered in this process.
Forte's theory is a striking example of
a series of ideas that grew out of a contin-
uing interaction with computers. In his case,
as well as that of this author, computers

of pitch classes.

Pitch Structures

Pitch structures are sets of notes related by transposition (see
Glossary). Within 12 tone equal temperament, there are exactly 351 of
them available. The BASIC program shown in listing 1 generates all
pitch structures in normal form. Normal form is a method of notation
that chooses the representation with the smallest overall intervallic
span. Individual pitch classes are indicated according to their intervallic
distance from the lowest note. For example, the major triad (C E G)
has three orderings: 04 7 (CEG),03 8 (EGC),and 0 59 (GCE).
The normal form representation would be 0 4 7. When two representa-
tions have the same overall span, the choice is made according to the
smallest second, third, etc, interval, Some sets, like the augmented
triad 0 4 8 (C E G#) have the same intervallic pattern for each ordering;
these sets all have two or more transpositions that produce the same set

This program is written in TRS-80 Level 1 BASIC, which allows
multiple statements to be given in a single line using the colon (:) as
a delimiter. LET is optional in assignment statements, and has been
omitted in the program.

Listing 1: Program written in TRS-80 Level ] BASIC to compute pitch

structures in normal form.

5 REM PROGRAM TO COMPUTE PITCH STRUCTURES IN

6 REM NORMAL FORM

10 FORI=1 TO 24: A(I)=0: NEXT I
20 S$=2:K=1:L=S-1:M=2: N=1: Q=0: A(25)=0
30 FOR I=1 TOL: A(I)=A(10*N+14+I): NEXT L:A(S)=K: V=A(2)
40 GOSUB 210: IF T <> 0 THEN 80
50 FOR I=1 TOS: A(10*M+14+I)=A(I): NEXT I
60 Q=Q+1:PRINTS, Q,: FOR I=1 TOS: PRINT A(l);: NEXT I: PRINT
70 K=K+1:M=M+1: GOTO 30
80 IF V <= A(10*(N+1)+16) THEN 100
90 L=S:S=S+1:Q=0:IF $ >10 THEN 110
100 N=N+1:K=A(10*N+14+L)+1: GOTO 30

110 GO TO 999

200 REM SUBROUTINE NRMLFM

210 P=S5-1:X=0:T=0

220 IF A(1)=0 THEN 250

230 X=A(1): T=X

240 FOR1=1 TOS: A(I)=A(1)~X: NEXTI
250 FOR I=1TO S: A(I+12)=A(l): NEXT I: A(S+13)=12
260 U=A(14): X=X+U: IF X >= 12 THEN RETURN
270 FORI=2 TO S: A(12+I)=A(13+I)—U: NEXT I

280 IF A(S+12) < A(S) THEN 330

290 IF A(S+12)> A(S) THEN 260

300 FOR F=2TO §: IF A(F+12) < A(F) THEN 330

310 IF A(F+12)> A(F) THEN 260

320 NEXT F: RETURN

330 FORI=1 TOS: A(I)=A(I+12): NEXT I: T=X: GOTO 260

999 END
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figured prominently in the development of
the concepts employed in formulating the
theory. Composers have sometimes referred
to these concepts as precompositional ideas.

In my own work (described in “Some
Combinational Properties of Pitch Struc-
tures,” Perspectives of New Music, volume 4,
number 1, fall/winter 1965, pages 45 thru
61) the basic concepts were pitch, pitch
class, pitch class collection, and pitch struc-
ture. A computier was used to generate the
basic sets of all of these elements, and then
to test various operations such as inversion
and cycle of fifths equivalence. The fact that
a computer was used in this work meant that
my list of pitch structures generated by the
computer was one of the first accurate lists
ever produced. Howard Hanson’s count of
distinct pitch sets in The Harmonic Materials
of Modern Music: Resources of the Tempered
Scale, Irvington Pub, NY, 1961, is incorrect.
Forte’s list published in “A Theory of Set
Complexes for Music,” Journal ot Music
Therory, volume 8, number 2, winter 1962,
is correct according to his definition, but his
definition does not reflect current practice.
| have continued to use computers in my
work, which now includes computer com-
position as well as theory development.

It is not difficult to see that the contin-
uing use of computers in music theoretical
work will have beneficial results, if only
because it will force the theorists to formu-
late their ideas in more specific terms.
Such continuing investigations could reveal
and clarify many inadequacies in the theory
of harmony or tonality as presently stated
in harmony textbooks.

In fact, the computerization of the
principles stated in any of these books
ought to point up all kinds of basic problems
that are never acknowledged — for example,
just exactly what the theory explains about
which music and what that has to do with
any activity the reader would be likely to
engage in with respect to either the theory
or the music. Harmony, as we understand
it from harmony texts, is simply the trans-
lation of a piece of music into a different
notation or vocabulary — a vocabulary
that is imprecise and overlooks many of the
most important characteristics of the music
itself. The reasons why such a translation
is made and what advantages it possesses
are unclear. Because they have to clarity
their purposes to impersonal machines,
computer researchers are not able to ignore
these questions as easily as traditional
ones.

Musical Analysis

Computer work in musical analysis high-
lights the question: what do we really want
to know about a piece of music? There are






two ways in which computer programs
attempt to answer this question. One is to
pose a traditional question to which we
supposedly know the answer, in the hope
that the task of carrying this out on the
computer will improve our understanding;
in other words, it helps us understand
musical intuition. The second way is to ask
the computer to solve problems we have not
yet understood when traditional methods
have been used. Serious research will always
be concerned with questions of this sort,
but unless those of the first sort can also
be handled we will be in doubt about the
success of the second.

There have been many research projects
in musical analysis, most of which are
ongoing and have thus far produced only
tentative or incomplete results. In my
opinion, the most important conflict in
this area concerns both purpose and pro-
cedure: should computers be used to
examine the characteristics of a single
work, or rather to analyze the common
properties of whole bodies of works?

Some of the most significant results in
musical analysis have been obtained by
theorists who are more interested in the
theoretical problems than the musical
works, and who have analyzed works more
in order to prove their theories than to

Encoding Languages

The following example shows a line of music from the Hosanna of
the Missa Ave Maris Stella by Josquin des Prés encoded for computer
input in the IML encoding language:

‘=CLEFG"*=KEY F’
R11/R1 *B1,HO,/B2* C2 D1,SAN,/G11,NA,/
R1 *C1/C2*B4 A4 *A1//

Keywords indicating the clef and key signature are enclosed in quo-
tation marks with an equal sign at the beginning. Rests are indicated by
the letter R. Notes are indicated by the letter name (C, D, E, F, G, A,
B) as read on the staff (people who encode this data must be able to
read music). Following the letters A through G or R is a number indi-
cating the duration: 11 is a breve, 1 is a whole note, 2 is a half note,
and 4 is a quarter note. Text syllables are enclosed in commas follow-
ing the note, and the slash (/) indicates a bar line; the double slash
indicates the end of the line. Asterisks indicate the beginnings or ends

of ties.

p— . o © —

_— L. N © o
4 HO- SAN - NA, HO-

Figure 1: Musical excerpt from the Hosanna of the Missa Ave Maris Stella by
Josquin des Prés (see “Encoding Languages” text box).
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discover new aspects of the music. | have
already mentioned the work of Allen Forte,
who has produced excellent analysis of
diverse atonal works with the assistance
of a computer. Another example is the
well-known “Josquin Project” conducted
by Professors Arthur Mendel and Lewis
Lockwood at Princeton University. While
this project is remarkable for the sheer
quantity of music that has been encoded
for study, all analytical work has been
carried out from the standpoint of music
analysis according to the theoretical prin-
ciples formulated by contemporaries of
Josquin, (See reference 9. Josquin des Prés,
c1445-1521, was a prominent composer of
early music.) Few studies have produced
results as successful as these. (Some are
absurd. See my review of “Two Parameters
of Melodic Line as Stylistic Discriminants’’
by David Sheldon Lewis and ‘“Some Tech-
niques for Computer-Aided Analysis of
Musical Scores” by Donald Margedo
Pederson in Perspectives of New Music,
volume 9, number 2 and volume 10,
number 1, 1971))

One of the most time-consuming aspects
of computer analysis of music has been the
development of encoding languages in which
musical notation can be transcribed for
computer input. Analytical studies have
become studies of musical notation, not
of sound or auditory experience, and are
thus open to the objections raised above.
Many languages have been developed for
different purposes, and many of them
choose to represent the notational char-
acteristics in very different ways. There
has been much unfruitful debate over these
languages prompted by some researchers
trying to get others to adopt their language
as universal. One researcher, Eric Regener,
has instead taken the intelligent line of
writing programs to transcribe other nota-
tions into his.

An important quality of these languages
is that each was developed with a different
purpose in mind, and thus each emphasizes
different aspects of the music. Some lan-
guages developed for the purpose of music
printing (like DARMS) are necessarily quite
complex in their methods of representing
spacing between notes and other features
of page layout that are irrelevant for lan-
guages concerned with analytical work.
Other languages developed for use with a
specific body of music (like IML) cannot
be used for other types of music because
they do not provide methods for encoding
features that do not occur in the works
for which the languages were developed.

The point | would like to make about
these languages is that any notation ex-
presses a conceptual structure of the music
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it represents. Printing languages are very
specific about graphical features because
those are important aspects of the intended
result. Other languages developed for
analysis represent elements like pitches
and rhythms as the basic aspects to be
examined, and provide many ways for
representing nuances in these domains
but not others. For another example,
guitar notation providing only a melodic
line and a basic chord pattern is a remark-
ably efficient means of indicating a diverse
quantity of sounds in a few symbols, and
the symbols convey a sense about the
irrelevance of certain nuances in the chord
structure that would be unthinkable in
other music. No language currently in
existence is universally satisfactory and
efficient to represent all music that could
be transcribed for any purpose. Arguments
about encoding languages show only a lack
of understanding of the diverse and even
cross-disciplinary purposes for which certain
research is carried out.

Sound Generation

In the area of sound generation, com-
puters have already had a significant impact
on the music of our time, and the future
is even more promising. (An excellent
description of the facilities needed to pro-
duce music on a microcomputer is contained
in Tom O’Haver’s article ‘“Audio Processing
with a Microprocessor’ in June 1978 BYTE,
page 166.) To explain the reasons for this, it
is necessary to review some of the history of
both computer generated music and elec-
tronic music, of which computer music is a

part.
Electronic music has been shaped by
several disparate influences. Historically,

the first was the use of nonconventional
sounds that were previously considered
to be nonmusical. Early works were based
on the sounds of railroads, water dripping,
and other noises of everyday experience
and of nature. Another significant influ-
ence was the availability of analog electronic
sound generating and modifying equipment,
which is now packaged into devices called
synthesizers. (A third influence, less im-
portant than the first two, was the use of
speech and language in noncommunicative
ways.) Music based on sounds of nature
tended to be extremely complex in the
foreground, whereas music produced by
electronic equipment often lacked dynamic
variations in tonal characteristics.

Today, these early tendencies have been
mollified as a result of the experiences
of many people working with these ideas,
often in conjunction with computers.
People have begun to analyze the charac-

teristics of nonconventional sounds, often
by computer, to discover and generalize
the properties of interest in them. Thus,
early exploratory use of these sounds has
now given way to conceptual thinking
about them. Such thinking is a natural
result of processes which people must
employ to generate sounds by computers,
because users must present information
to the computer in concrete ways. A
computer cannot generate a sound from
a person’s abstract recollection of what
it sounds like.

Sounds produced by electronic music
synthesizers have evolved from the life-
less organ-like sounds that contain no
dynamic variation in tonal characteristics
to sounds that mimic live musical instru-
ments. A synthesizer is, indeed, a musical
instrument, and it is natural that people
would begin to develop performance tech-
niques once they are able to work with
them for a while. Such expert performers
as Walter Carlos and lsao Tomita can rou-
tinely produce any quality such as vibrato,
tremolo, or dynamic spectral variations.
They have also developed excellent methods
of imitating specific instruments, particu-
larly woodwinds, brass, and percussion
(solo string sounds are easier to imitate than
the lush sounds of an entire string scction).

The trouble with this procedure is that
even expert synthesizer performers now
at least partly judge their work not by
the originality of the sounds they produce,
but by their resemblance to the familiar
sounds of musical instruments. This is in
complete contrast to computer music
composers.

To cause a computer to generate music,
it is necessary for the composer (who is
actually the performer in this case) to
provide a detailed description of the sound
desired. The description can be anything
that is mathematically sufficient to cause
the desired properties to be produced by
the computer. Any describable sound can
be produced; the limitation is not in the
capability of the computer but rather in
the ability of composers to provide adequate
descriptions of what they want. A detailed
explanation of how computers generate
musical sound is contained in Electronic
Music Synthesis (see reference 3).

This factor has been one of the primary
reasons for the recent interest in the analysis
of sounds of all types. Computer music syn-
thesis is thus not limited by the comparison
of the results produced to any pre-existing
standard. Indeed, composers are encouraged
to be creative with the qualities of the
sounds they produce, by the very procedure
by which they must work.

Of course, people who work with syn-
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thesizers are not limited either; nevertheless
it seems that there have been far more
successful electronic performances of con-
ventional music recently than there has
been original music. Part of the reason
for this difference is actually one of the
limitations of computer music as it is
produced in most situations today: the
lack of immediacy between performance
time (at which the input is fed to the com-
puter) and audition time (when the sound
is produced). Very few installations today
have any immediate playback facilities
except for more than a few simple sounds,
and real time computer music synthesis of
entire compositions is practically impos-
sible (see reference 3, chapter 9).

The inherent difficulty in producing
sounds by computer, together with the delay
in hearing the results, forces computer
music composers to evaluate their work
reflectively and to think carcfully before
trying things out. While immediacy is
important to the act of performance, it is
not necessary for the act of composition
itself, which is a conceptual task.

An excellent example of the kind of
creativity on the sound level made pos-
sible in computer music is described by
J K Randall in his article ‘“‘Operations
on  Waveforms' (Perspectives of New
Music, volume 5, number 2, spring/summer
1967, page 124). These ideas are exploited
compositionally in  Randall’s lyric Var-
iations for Violin and Computer, written in
1968 and rccorded on Vanguard C-10057.
Randall describes several original ideas he
used to synthesize new timbres from com-
pletely new theoretical principles. He
produces sounds in which the individual
constituent partials  (harmonics of the
fundamental) of a tone arc operated upon
just as the pitch, rhythm, and dynamics

are in conventional music. The result is
music  of unusual interest in which all
variations of the sounds relate in novel

ways to the structure of the music.

The same kinds of processes in which
partials are treated as pitches were em-
ployed in my compositions entitled Studies
in Timbre, of which there are presently
four. The first study employs sounds that
dissolve into others by glissandos that
move from one partial to another. These
are contrasted with other sounds of fixed
pitch but changing timbre. The second study
uses instrument-like sounds with transient
elements in the attack and variations in
the steady state portions of the tones.
The third is based on varying timbral pat-
terns associated with specific musical events.
The typical instrument produces 12 partials
that fade in and out in different ways over
the course of each tone, correlated to

amplitude and location changes. Contrasts
between partials of some tones and the
fundamental frequencies of others are
emphasized in conjunction with rhythmic,
dynamic, and harmonic properties that
develop concomitantly. The fourth study
uses harmonic series that progress to non-
harmonic ones, but which nevertheless
preserve some abstract ratio between the
elements, thus producing another kind of
dissolution of a tone into a somewhat
clangorous sound.

The main point of these considerations
is to show how a computer music com-
poser is encouraged to experiment with
original ideas that often lead to results
unobtainable by any other method of
music production. But since computers
are theoretically capable of producing
any sounds, this is not the only beneficial
or distinguishing result. The fact is that
the same sounds can be produced by
different descriptions that are based on
gencralizations about different aspects of
the sounds. Thus, the really important
point is that it is the relationship between
the input and the output which is clarified
by the process of computer music synthesis.
Whatever this may be in relation to a specific
musical work is in itself a concept about the
structure of that work.

Musical Composition

Although | have emphasized the creativ-
ity involved in the other disciplines dis-
cussed, it is obvious that composition is,
by comparison, the ultimate creative act to
be delegated to a computer. Many people
express disbelief or doubt that this can
really be done successfully. | believe that
this doubt is rooted more in misunderstand-
ing of what musical composition itself
involves rather than of what the computer
does. Composers may employ mysterious
methods, but they are even more prone to
making mysterious explanations of straight-
forward methods in order to preserve their
compositional mystique.

Any detailed consideration of musical
analysis or theory suggests numerous
avenues of approach to the compositional
method employed. Whether a piece actually
has been composed according to the prin-
ciples that can be abstracted from its struc-
ture is not necessarily relevant, and often
can never be known. In recent years, the
work of Heinrich Schenker and post-
Schenkerian analysts has attempted to
discover large scale structural properties in
tonal music which almost certainly were not
consciously considered by the composers
who wrote the music, and which raise
questions not previously posed in the history
of theory.






Computer composition can be employed
as a method of verifying theories and anal-
yses of specific works, especially if they
consist of multilayered abstractions like
Schenkerian analysis. These abstractions
suggest a generative approach starting from
a background and building through succes-
sive layers of elaboration to the foreground.
One method of verifying such an analysis
is to prove that it can actually regenerate
the work, at least in its essential structural
aspects, by a particular sequence of opera-
tions. Another method is to change some of
the background or middleground structure
or the particular sequence of operations to
produce new works that can be compared
with the original. Although they might not
be intended to be taken seriously as original
compositions (since their structure is deriva-
tive of another work), such compositions
would unquestionably be computer com-
posed music.

Instead of using this structural approach,
early work in computer composition has
tended to emphasize the sensational aspects
of “machine music” and has been based on
random and aleatoric methods (see ref-
erence 2). Very few conditions of the in-
tended music have been specified, with the
result that certain characteristics are quite
clearly present (eg: consonances) or absent
(eg: dissonances) but the music is otherwise
aimless and without structure. These facts
are quite obvious when the music produced
resembles some early style like a Bach
invention, but are less clear when some
avant-garde style is imitated. Nevertheless,
such experiments (often designated as
experiments rather than as music) are not
typical of musical compositional methods
in general, nor of computer work in this
field.

In my own music | have employed
computer composition in extensive ways
(““Composing by Computer,”” Computers and
the Humanities, volume 9, 1975, page 281).

Nevertheless, the computer does not make
any decisions that | would not make myself,
nor indeed that | have not already made
when it executes my instructions; it merely
carries out many time-consuming calcula-
tions that would otherwise have to be done
by hand. Basically, the program works out
aspects of the foreground syntax which
assure various rhythmic, harmonic and
structural properties. All aspects of this
syntax are specified by instructions pro-
vided together with the data (pitch classes)
on which they are carried out.

Using a program like this allows com-
posers to work more from a background
perspective than from the foreground. They
are able to concentrate on the large scale
structural properties without being encum-
bered with the foreground details that may
arise from these characteristics; these are
handled quickly and automatically by the
computer. Several different possibilities for
working out a given passage can be tried
before any commitment is made to them.

Even more important, the process of
writing a program to carry out such com-
positional details forces composers to be
absolutely explicit about their procedures
and intentions. Any errors or incomplete-
ness in the specifications will be exposed
when a program is executed by the com-
puter. Ad hoc methods that composers
may use to fix certain passages when they
don’t work out as expected are not neces-
sary, because it is easy enough to revise
the program once these problems are
exposed. The composer’s attention is thus
always directed to the most important con-
ceptual aspects of the music, and his or her
ability to solve problems in these areas is
facilitated.

Conclusion

By examining aspects of the four musical
disciplines discussed above, we have seen
many instances where the use of computers
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necessitates a conceptual approach to the
questions at issue. While many projects
continue to pose problems because of the
difficulty of computer programming, and of
preparation of data, progress in these fields
is nevertheless being made in significant
ways. There still remain, and there always
will be, gaps between those subjects that
computer researchers tend to deal with and
those that traditional, noncomputer people
will choose, partly in the belief (from both

GLOSSARY

Aleatoric music: music, usually composed by
computer, in which all or many of the most
important characteristics are chosen randomly.

Analysis: description of music according to
certain fundamental properties that are judged
to be relevant to a given piece, showing how
different elements in the work may be related
by these properties.

Atonality: music which is not tonal, and where
a specific attempt is made to avoid reference
to a key, or when the concept of key is not
relevant. The term has two basic uses, specific
and general: specifically, it describes a body of
early twentieth century music by Schoenberg,
Berg, Webern, and others, preceding 12 tone
music (gv), in which tonality {qv) was con-
sciously avoided. Generally, the term is used
to describe any twentieth century music
avoiding tonality that cannot be described
simply by other methods.

Background: musical substructure describing
large scale properties and relations that may
not be evident from an inspection of the
immediate note to note properties, or from a
superficial auditioning of the music; see fore-
ground. In certain theories, the background is
considered divisible into several levels.

Computer music: music employing computers
at any stage of its composition or realization
as sound.

Cyecle of fifths equivalence: an operation on a
group of notes in which each eiement is re-
placed by its equivalent on the circle of fifths;
analogous to inversion (qv). The circle of fifths
generates the total chromatic {qv) by starting
on any note, adding the note a perfect fifth
{seven half steps) higher, and continuing this
process.

Electronic music: music in which the sounds
are produced by electronic means. In a some-
what simplified form, electronic music as cur-
rently practiced can be broken down into four
general areas: (1) musique concréte, in which
use is made of natural sounds that are recorded
on tape and modified by recording processes
or other means; (2) tape music, in which sounds
are modified according to procedures that may
be applied to magnetic tape or tape recorders;
{3) synthesized music, in which the sounds are

sides) that some subjects are not suitable
or possible for computer analysis. While
important questions are always difficult
to answer and sometimes require genera-
tions of work in order to achieve accurate
answers, they are never impossible. We will
know that we have truly reached a high
state of conceptual thinking when the con-
clusions of computer research tend to agree
with those of noncomputer research — both
will then be operating on the same level.m

produced by electronic music synthesizers
{qv); and (4) computer music (qv), in which
the sounds are produced or controlled by
computers.

Encoding {anguage: a method in which musical
notation may be represented in code suitable
for computer input. The most widely used and
documented languages to date are IML (Inter-
mediary Musical Language), DARMS (Descrip-
tive Alphanumeric Representation of Musical
Symbols), the “‘Plaine and Easie Code System
for Musicke,” LMT (Linear Music Transcrip-
tion}, and ALMA {Alphanumeric Language for
Music Analysis).

Foreground: the “‘surface’” of a piece of music,
including sounds that are simultaneous or that
appear in direct succession; distinguished from
the background {(qv).

Glissando: a continuous sliding from one pitch
to another.

Half step: the smallest interval (qv) used in
music based on equal temperament (the tuning
system in widespread use in Western cultures
since the eighteenth century). Music employing
smaller intervals is said to be microtonal.

Harmony: a theory describing properties of
simultaneous sounds (chords) in tonal music
{see tonality}. Chords are expected to move in
certain progressions, and dissonances resolve
into consonances according to various rules.

Interval: the distance, measured in half steps,
between two pitches or pitch classes. Tonal
music also employs another definition of inter-
val, based not on the sound but on the notation
for the two notes involved.

Inversion: an operation on a group of notes in
which each element is replaced by its equiva-
lent on the descending chromatic scale, or
ascending circle of major sevenths (11 half
steps). {in this formulation, an ascending
chromatic scale would be the identity opera-
tion.) ldentity and inversion, along with cycle
of fifths equivalence and its inversion (cycle of
fourths equivalence) are the only single interval
cycles that generate the total chromatic {gv).

Octave: a musical interval of 12 half steps,
corresponding to the frequency ratio of 2to 1.
Pitches related by octaves possess a strong
similarity, which has been called octave
equivalence.



Pitch: a single tone in a musical composition.
Most pitches used in music are taken from the
range of the 88 produced by the piano, but
some extend beyond this range.

Pitch class: a group of pitches separated by
any number of octaves. In musical theories,
pitches in different octaves employ the same
letter names (C, C #or Db, D, D #or Eb , etc)
reflecting the fact that theories are based on
pitch classes rather than pitches. Pitch classes
are also often called notes. While there are
many pitches, there are only 12 distinct pitch
classes in Western music.

Pitch structure: a set of pitch class collections
that all possess the same intervallic structure,
so that they are related by transposition (gv).
Pitch structure is the basic way that collections
of tones, such as chords, are compared: as
major triads, minor triads, etc.

Spectrum: the overtone structure of a sound,
represented as a series showing the amplitude
of each overtone present; see timbre.

Structure: any abstract method in which the
properties of a piece of music can be encom-
passed. Generally, a piece is divided into several
sections, each of which has a different struc-
ture. Sometimes structure is described in terms
of a function or purpose at work in an entire
section, such as introduction, development, or
statement (of a theme or idea). Sometimes
structure is described numerically, proportion-
ally, or in other abstract ways.

Synthesizer: a machine that generates and pro-
cesses sounds automatically, used in the pro-
duction of electronic music. Most synthesizers
consist of a number of discrete components
that perform different functions {eg: oscillators
that generate tones, filters that modify their
spectrum, etc). Some recently designed syn-
thesizers include microprocessors, which are
used as controlling devices.

Theory: a set of concepts describing properties
and relations that can be shown to exist in a
body of musical literature. The most commonly
known theories today inciude tonatity (gv) and
12 tone music {(gv), but there are many others
that have been described and used by various
authors. Most theories have originated after
the music they purport to describe has been
written. Speculative theory originates as spec-
ulation, before such music has been written,
so that its success or failure has not yet been
demonstrated.

Timbre: musical tone quality, descriptive of
the way in which different tones may possess
a similarity not on the basis of pitch, ampli-
tude, or rhythm. In electronic music, this term
is normally used synonymously with spectrum
(gv), but in contexts wherg it is described qual-
itatively rather than numerically.

Tonality: a theory describing music which is in
a key, or a series of keys, usually pertaining to
music written during the eighteenth and nine-
teenth centuries. Basic concepts include the
major and minor scales, triads, and specific
rules according to which dissonances resolve
into consonances. Much of the music of the
twentieth century is based on an extended
notion of tonality, in which some, but not all,
of the basic concepts are employed.

Total chromatic: any series of notes including
all 12 pitch classes.

Transposition: the addition or subtraction of
a constant interval to each tone in a collection,
moving the set up or down by a uniform
amount,

Triad: a chord consisting of three notes (or
pitch classes) with a root note, and other notes
a third and fifth above the root.

12 tone music: music in which all note succes-
sions, and sometimes other properties are based
on sets of orderings of the total chromatic.
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St Michael’s Hospital

30 Bond St

Toronto CANADA M58 1W8

MD-690a Single Board Computer
$239 kit $299 assembled

S-100 Compatibility.
6809 Computability.

® 1K RAM
® 10K PROM space ® 6809
® MONBUG Il monitor included 16 bit internal arithmetic
® 2400 baud cassette interface ;‘a;d:"tzzek";g:;'félga"on
. w
® 20 /0 lines . Two index registers
® RS-232 level shifters 18 addressing modes
® Real time clock Fully relocatable code
o DmA Up to three times the
; p ee times

® Parallel keyboard |.nput throughput of a 4MHz 2-80
® Memory-mapped video output
® Fully S-100 compatible S —

(including 8080 type 1/O) Please rush the following :
® A complete system, ready to use.

1 CPU Card (kit)

] CPU Card (assembled)
MicroDaSys
P.O. Box 36051

Los Angeles, CA 90036
(213) 935-4555

Name
Address

Company
City
Stwste/Zip

CA residents add 6%
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“Tiny” Pascal in 8080
Assembly Language

The p-code interpreter, Pascal
to p-code compiler, and p-code
to 8080-code translator describ-
ed in A ‘Tiny’ Pascal Compiler”
by Kin-Man Chung and Herbert
Yuen (September thru Novem-
ber 1978 BYTE) have been
rewritten in 8080 assembly
language. In addition to pro-
viding approximately two orders
of magnitude increase in speed,
the object versions run in far
less memory.

To use the assembly language
version of tiny Pascal you need:
an 8080 (or Z-80) microcomputer
system with not less than 12 K
bytes of memory (the package
would run in 8 K bytes but you
need file space); a copy of the
articles by Chung and Yuen,
which have been reprinted by
BYTE magazine and are avail-
able for $3 (BYTE document
number 100);, an elementary ac-
quaintance with 8080 assembly
language; the package of
assembly language modules.

Additionally, it is desirable to
have a text editor, an assembler
that stores lines in the form:
length byte, 4 digit line number,
space or tab, text, carriage
return, and a relocator program
that is useful for tailoring the
package to your system.

The Nybbles Library is an inex-
pensive means for BYTE readers
to share some interesting but
specialized forms of software.
These programs are written by
readers with small computers
and printer facilities, and are
therefore designed for particular
systems. The algorithms and pro-
gramming techniques in these
programs can be directly used by
readers with similar equipment,
or can serve as an inspiration for
improvisation on computers of
different characteristics.

Potential authors of such pro-
grams should send us a self-
addressed stamped envelope,
with a request for a copy of
our “Guidelines for Nybbles



Authors.” Payment for Nybbles
items is based on sales and
length of the item. Rates are set
at the time of acceptance.
Nybbles Library programs are
sent in listing form, printed on
8.5 by 11 inch paper on both
sides. The Nybbles Library pro-
grams are 3 hole punched for
collection in loose leaf binders,

Please send
Please remit in US funds only.

Check Enclosed

copies of BYTE Nybble # at $

and come in an attractive folder
which serves as a cover.

This month ““Tiny’ Pascal in
8080 Assembly Language”’
(document #111) has been added
to the Nybbles Library. Use the
coupon below to order your per-
sonal copy, at $10.00 (US and
Canada) or $12.00 (foreign air-
mail) postpaid.

postpaid.

Billmy VISA # Exp Date
Billmy MC # Exp Date
Name
Street
City State ZipCode

BYTE Nybbles Library, 70 Main St, Peterborough NH 03458

You may photocopy this page it you wish to keep your BYTE intact.

IMMEDIATE
DELIVERY

Domestic & Export

DEC LSI -11
COMPONENTS

A full and complete
line with software
support available.

2 Mini Computer

(201) 277-6150

Suppliers, Inc.

25 CHATHAM ROAD
SUMMIT, NEW JERSEY 07901
SINCE 1973

Telex 13-6476 ) name:

the ULTIMATE in
CHEAP VIDEO

= BOOK & KIT
= ) ONLY $42.95

N

———

. e 'a
Don Lancasters “Cheap Video concept allows almost
unlimited options, including:

* Scrolling- Full performance cursor.

% Line/Character formats of 16/32, 24/80, 32/64....
or almost anything.

* Grapln'cs—ug to 256 X 256 B&W; 96 X 128 COLOR
(requires low-cost option modules)

% Works with 6502, 6800 and other micros.
SPECIAL OFFER: Buy the Kit (upper case alpha-
numeric option included) & get the Book at 1/2 price.

BAAA ELECTRONICS, DEPT.7-B. 1020 W. WILSHIRE BLVO.. OKLAHOMA CITY, 0K 73116
I'm Sold, PLEASE RUSH.. ... () SEND FREE CATALOG

() TVT-6 58 Kit & Cheap Video Cookbook - $42.95 (enclosed)
() TVT-658 Kitonly (book required for assembly)-$39.95

address:

Circle 236 on inquiry card.

city: state: zip:
BRGA ELECTRONICS DEPT. 7-B. 1020 W. WILSKIRE BLVD.. OKLAHOMA CITY, OK 73116

Circle 297 on inquiry card. July 1979 BYTE Publications inc 175



http:assembly)-S39.95

Quest

You are at one end of a vast hall stretch-
ing forward out of sight to the west. There
are openings to either side. Nearby, a wide
stone stuircase leads downward. The hall is
filled with wisps of white mist swaying to

Roger Chaffee and fro almost as if alive. A cold wind blows
POB 7495 up the staircase. There is a passage at the top
Menlo Park CA 94025 of the dome behind you. Rough stone steps

lead up the dome.

> GO DOWN

You ure in the hall of the Mountain King,
with pussages off in all directions. A huge
green fierce snake bars the way!

> ATTACK SNAKE

Attacking the snake both doesn’t work and
is very dangerous.

Listing 1

QUEST
YOU WERE WALKING THROUGH THE
WOODS, AND YOU CAME ACROSS THE ENTRANCE
OF ACAVE, COVERED WITH BRUSH.
PEOPLE SAY THAT MANY YEARS AGO A
PIRATE HID HIS TREASURE IN THESE
WOODS, BUT NO ONE HAS EVER FOUND IT.
IT MAY STILL BE HERE, FOR ALL | KNOW.
WHEN YOU ANSWER A QUESTION, | LOOK AT
ONLY THE FIRST LETTER, ALTHOUGH YOU CAN
TYPE THE WHOLE WORD IF YOU WANT.

TYPEN,S,E,W, U, ORD FORNORTH, SOUTH,
EAST, WEST, UP OR DOWN. TYPE P FOR SCORE

YOU'RE QUTSIDE THE CAVE.
GO SOUTH TO ENTER.

WHICH WAY? SOUTH
YOU'RE IN A LOW CHAMBER. A TIGHT TUNNEL
GOES EAST, AND YOU CAN WALK TO THE
SOUTH OR WEST. THERE IS LIGHT
TO THE NORTH.
WHICH WAY? WEST
YOU'RE AT A DEAD END!
WHICH WAY? EAST
YOU'RE IN A LOW CHAMBER. A TIGHT TUNNEL
GOES EAST, AND YOU CAN WALK TO THE
SOUTH OR WEST. THERE IS LIGHT
TO THE NORTH.
WHICH WAY? SOUTH

YOU'RE AT THE HOME OF THE GNOME-KING.
FORTUNATELY, HE'S GONE FOR THE DAY

WHICH WAY? SOUTH

YOU CAN'T GO IN THAT DIRECTION

. Sample dialogue from the Quest game. This shows only the first

few moves.
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> FEED SNAKE

There’s nothing here it wants to eat (except
perhaps you).

> YELL

Are you trying to somehow deal with the
snake?

> YES

! am prepared to give you a hint, but it will
cost you 2 points. Do you want the hint?

The preceding paragraphs are taken from
a session | played on a computer running a
program called Adventure, which has used
many, many cycles of machine time on
many, many computers in the past year or
two. The original version, | believe, was
written in FORTRAN, by Willie Crowther
(now at Xerox Palo Alto Research Center),
and was subsequently modified and rewrit-
ten by Don Woods at Stanford’s Artificial
Intelligence Laboratory.

The version | ran has been bootlegged
through several generations, and I'm not sure
of its exact ancestry. It requires close to
200,000 bytes of memory on an IBM 370/
168. Adventure has been translated into PL/I,
APL, and BASIC. It is the successor to
Hunt the Wumpus and the many Star Trek
games.

I hope it is the precursor of more elabo-
rate games which combine computers with
fantasy to produce an “‘electric novel,”
which the user and the computer write or
experience together. Already, a few com-
puters around the country are offering a
child of Adventure called Zork or Dungeon,
which has a more sophisticated understand-
ing of English, and a whole new set of prob-
lems to solve and monsters to defeat. Space
War, which used to belong to the “freaks”
and the ‘“hackers” (in the hours after the
managers went home), is now available in
your neighborhood tavern for 25¢ per
enemy starship. How much longer will it be
until we can each rule our own kingdom and
rescue our own fair maidens?

Quest

There aren’t many personal computers
yet with 200 K bytes of memory available,
and not all of us have free or inexpensive
access to the machines on which Adventure
can run. A smaller computer would require a
floppy disk file for keeping the cave descrip-
tions, and most users have no hardware for
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> Software

@E@/ Tools

Have you thought
about text editing ?

Our ED-80 Text Editor offers a refreshing new approach for the
creation and editing of program and data files conversationally — and it
saves money! |ts powerful editing capabilities will satisfy the most
demanding professional — yet it can still be easily used by the inexper-
ienced beginner.

Look at these
outstanding features:

B By far the best text editor available for microcomputer-
based systems.
B Repays its initial cost many times over with its unique
time-saving editing capabilities.
B FULL SCREEN window displays for viewing and edit-
ing data a page-at-a-time, rather than line-by-line.
B Forward and backward scrolling in the FULL SCREEN
mode.
B Displays the results of every edit command.
8 Commands include forward or backward Locate and
Change, Insert, Delete, Replace, Inline, Input, Print,
List, Window, Get, Put, Macro, Tabset, Append, Case,
Scale, and Dump.
B Simplc line-oriented commands with character string
manipulation capabilities.
m Text may be located by string value, by line number,
or by relative line number.
m Global string search and replace capabilities.
m Commands for moving, copying, and merging edit files
on the same or different diskettes.
@ Self-explanatory diagnostic messages.
m Single keystrokes for the most commonly used com-
ands.
@ Safeguards to prevent catastrophic user errors that
result in loss of the edit file.
m Designed for today's high speed CRT's, video monitors,
and teletypewriter terminals.
®m Thoroughly field tested and documented with a User's
Manual of over 60 pages.
®m Compatible with existing CP/M edit files and deriva-
tive operating systems.
And remember — in today's interactive programming environment — the
programmer's most important software development tool is the text editor.
Our ED-80 Text Editor is working in industry, government, univer-
sities, and in personal computing to significantly cut program develop-
ment time and high labor costs. Why not let ED-80 begin solving your
text editing problems today?
] Mail to: SOFTWARE DEVELOPMENT & TRAINING, INC. @
P.0. Box 4511, Huntsville, AL 35802

ED-80 is protected by copyright and furished under a paid-up license
for use on a single computer system.

1

|

| O Please send additional information. |

| O Send Diskette, User's Manual, and paid-up license agreement .......... $99.00 |

| Specify SINGLE DENSITY Diskettesize. .. ................. s s |
[0 Send User's Manual (credited on purchase of a paid-up license) .. ....... $10.00 |

l [J Check or money orderenclosedfor......................... $

| O Piease charge to my creditcard. ............. [J VISA [ Master Charge |

| Card No. _ Bank No. Exp.Date |

| NAME |

| ADDRESS |

I CITY STATE ZIP. |

| SIGNATURE c1 |

SOFTWARE DEVELOPMENT & TRAINING, INC.
Post Office Box 4511 Huntsville, Alabama 35802

Dealer Inquiries Weicomed
® CP/M is a trademark of Digital Research
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rapid random access outside the computer
memory. Adventure on everybody'’s com-
puter is still in the future, although it is com-
ing soon.

| was playing Adventure at about the
time Peninsula School, Menlo Park CA,
received two Commodore PET 2001
machines for the children to work with; and
the incredible idea of Adventure on a PET
was too exciting to ignore. Adventure on a
PET, with only 7123 bytes available for the
BASIC program, is impossible, but couldn’t
| do something just a bit less ambitious? In a
couple of intense work weeks, | wrote a pro-
gram | called Quest, which ran on the PET.

Comparing Quest and Adventure

Compared to Adventure, Quest is a toy,
in the same measure that the PET is a toy
compared to larger computer systems. But
it is an enjoyable and even exciting toy, in
the same ways that the PET can be enjoyed
by someone who can also play with the big
computers. Each system has its own prob-
lems and pleasures. Adventure, as you can
see from the opening paragraphs, has some
novel problems for the adventurer to solve,
and will proceed according to the adventur-
er’s 2 word commands. On the other hand,
the problem you must solve in Quest is
basically to find your way around the cave.
The only commands Quest normally under-
stands are six directions: NORTH, SOUTH,
EAST, WEST, UP, and DOWN, and even
there, only the first letter is examined.

No huge green snake will confront you,
and even the pirate, who swoops down to
protect his treasure at some point, is beyond
your control. He steals back the treasure
after you have found it, and the problem
continues: find the treasure again, and find
your way out of the cave. To make it more
interesting, various passages open and close
according to your progress through the
game.

One limitation which Quest and Adven-
ture share is that they never change. Once
you know how to get past the snake, you
always know, and once you can find the
treasure, you always know where it is. A
friend of mine has suggested having earth-
quakes, which open and close passages at
random. It seems to me, however, that that
simply makes a bigger problem of the same
kind, and | would rather have different prob-
lems. In that respect, both Adventure and
Quest are very limited.

In a closer approach to the electric novel,
there would be no guarantee that the prob-
lems can really be solved. In a Star Trek
game, for instance, the fate of the Enterprise
depends on the random number generator,






Listing 2 continued from page 179:

35 REM NODES > 100:

36 REnM NODE N+¢100 MEANS NODE N IF YOU DON'T HAVE THE

37 RENM TREASURE, AND NODE N¢1 IF YOU DO.

38 REHNM NODE N+200 MEANS NODE N¢1 IF YOU HAVE THE TREASURE
39 REM THE SECOND TINE, AND NODE N OTHERWISE.

80 RENM NODE N+¢500 MEANS RUN THROUGH A DELAY LOOP AND THEN
41 REM GO TO NODE N. THIS IS USED FOBR FALLING DOWN THE

42 REN EXIT CHUTE, AND YOU MAY WANT TO ADJUST THE DELAY
43 RENM TIME (LINE 6250).

44 REN

45 RENM Q% INPUT STRING

46 RENM A$ CHARACTERS TO MATCH IN THE INPUT ROUTINE

47 RENM A2 NUMBER OF CHARACTERS IN AS

48 REHM Al QUTPUT FPRON THE INPOT BOUTINE

49 REHN P PIRATE FLAG 1 IF PIRATE HAS GOT YOU, O OTHERWISE
50 REM P1 COUNTER FOR PIRATE ROUTINE

51 REN N9 SAVES OLD NODE IN MOVE ROUTINE, FOR BOUNCE

52 REN N8 SAVES NODE WE BOUNCED FROM IN MOVE ROUTINE,

53 REHM FOR PRINT FLAG

54 REM NO SAVES OLD NODE IN MOVE ROUTINE, FOR DEAD END

55 RENM A0 SAVES OLD DIRECTION IN MCVE ROUTINE

56 REM D DEAUG FLAG (NON-ZERO TO PRINT)

57 RENM I,J MISC. COUNTERS

58 REM W TRAVEL FLAG, USED IN SCORING. W(I)=1 IF HE'S

59 REN BEEN TO NODE I, 0 OTHERWISE

60 REM S SCORE

61 REHM ¥9 MAXIHUM NUMBER OF NODES

80 D=0

100 REM =------m-scmmm e e e e e s s s s e e
110 REM GIVE 'EM SOMETHING TUO READ WHILE I GET THE DATABASE SET UP
120 PRINT ® QUEST"

130  PRINT

140 PRINT "YOU WERE WALKING THROUGH THE"™

150 PRINT "WO0ODS, AND YOU CAME ACROSS THE ENTRANCE"
160 PRINT “OF A CAVE, COVERED WITH BRUSH."

170 PRINT

180 PRINT "PEQPLE SAY THAT MANY YEARS AGO A"

190 PRINT "PIRATE HID HIS TREASURE IN THESE"

200 PRINT "WOODS, BUT NO ONE HAS EVER FOUND IT."
210 PRINT “IT MAY STILL BE HERE, FOR ALL I KNOW."
400 READ 43,T1,T2

490 REM DIMENSION OF W, M IS N9, IF YOU HAVE DYNAMIC ASSIGNMENT
500 DIM W(42),4(6,42)

510 REM READ MAP INTO M ARRAY

520 FOR I=1 TO 49

530 BEAD N

540 IF I[=N THEN 570

550 PRINT "DATABASE PROBLEM"I,N
560 STOP

570 FOR J=1 TO 6

580 READ M (J, 1)

590 NEXT J

600 NEXT I

900 PRINT

905 PRINT "WHEN YOU ANSWER A QUESTION, I LOOK AT®
906 PRINT "ONLY THE FIRST LETTER, ALTHOUGH YOU CAN"
907 PRINT “TYPE THE WHOLE WORD IF YOU WANT."

920 GOSUB 7500

1000 BREM =-cccmmrmce et m e mm e — e s
1010 N=5

1020 M0=0

1030 m6=0

1040 T=T1

1050 P=0

1060 P1=0

1070 FOR J=1 TO M9

1080 W(J)=0

1090 NEXT J
1100 PRINT
1110 REY DESCRIBE

1120 GOsUB 8000

1400 REM —=--=-=------mmmmm e m e ——=- --
1405 REHN MAIN LOOP STAGTS HERE

1410 REM COUNT MOVES

1420 MO=n0+1

1430 REM MOVE

1440 GOsUB 6000

1450 REM CHECK POR PINDING THE TREASURE

1460 GOsUB 2000
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Listing 2 continued from page 181:

5080 REM USE ONLY PIRST CHARACTER

5090 Q8% = LST(Q$,1)

5100 REM SEAKCH FOR THE CHARACTER Q$ IN THE STRING A$. IN THIS VERSIOWN
5110 REM OF BASIC, NDX IS THE INDEX PUNCTION, WHICH DOES EXACTLY THAT.

5120 A1=NDX (AS,Q3)
5130 REM BUT CHECK FOR THE CASE WHERE THE CHARACTER WAS NOT POUND
S140 IF A1=0 THEN A1=A2¢1

5145 RETORMN

5150 REM IF YOUR VERSION OF BASIC DOESN—T HAVE THE NDX PUNCTION, BUT
5160 REM DOBS, FOR INSTANCE, HAVE A PUNCTION WHICH RILL PICK A
5170 REM PARTICULAR CHARACTER PROM A STRING, SUCH AS MID(A$,A2,1)
5180 REM PICKING THE A2-TH CHARACTER PROM AS$, YOU MIGHT USE THE
5190 REN FOLLOWING CODE.

5200 REM POR A'=1 TO A2

5210 REN IF Q$=8ID(AS,A1,1) THEN BETURN

5220 REN NEXT A

5230 REA A1=A241

5240 BREN BETURN

6000 REN ==cc==w=—=x - e bttt
6010 RESB MOVE

6020 RENM REMENBER WHERE WE ARE, POR BOUNCE.

6030 N9=y

6040 REN SET N8 TO ANYTHI¥G BUT YOU CAKT GO THAT WAY
6050 N8=0

6060 REN ASK WHICH WAY

6070 GOSUB 7000

6080 REM REMEBBER WHERE WE ARE, UNLESS A DEAD END
6090 IF HN=1 THEN 6120

6100 NO=N

6110 AQ=A1

6120 PRINT

6130 Ix=M{A1,N)
6200 IP I=-2 THEN I=N9

6210 1IP D<>0 THEN PRINT ° DEBUG® ;H;°TO' ;I

6220 TIP I<500 THEN 6300

6230 REN DELAY LOOP TO WASTE SOME TINE

6240 I=1-500

6250 POR J=0 TO 100

6260 NEXT J

6270 GO TO 6200

6300 ON I/100 GO TO 6340,6370

6310 REM NOBMAL ROUTE--LESS THAN 100

6320 N=I

6330 GO TO 6400

6340 RES N+100. ADD ONE IF CARRYING THE TREASURE

6350 ¥=I-100

6359 IF T==1 THEN N=Ne1

6360 GO TO 6400

6370 BEM N+200. ADD 1 IF CARRYING TREASURE THE SECOND TIME
6380 N=1-200

6390 IF T=-1 THEN N=N¢P

6800 IF N<>1 THEN 6500

6810 REM DEAD END. TURN IT SO YOU GET OUT THE OTHER WAY
6420 FOR J=1 TO 6

6430 B(J,H) =2

6880 NEXT J

6450 B (7-A0,N) =NO

6500 REN PRINT OUT THE RODE DESCRIPTION

6510 IP NB8<>2 THEN GOSUB 8000

6520 REM RENEMBER WEVE DEEN HERE

6530 W(N) =1

6540 N8=§

6600 IP M(1,N)<>-2 THEN 6800

6610 BREM POBCED MOVE, WITH RANDOM DESTINATIONS

6620 BEN ON THIS VERSION OF BASIC, J=-1 FOLLOWED BY RND(J)
6630 REM GETS YOU A NUMBER BETWEEN ZERO AND ONE.

6680 REM YOUR VERSION WILL DIPPER, AND THE NEXT FIVE

6650 REM LINES WILL HAVE TO BE CHANGED.

6660 I=n(6,N)

6670 ==1

6680 IP H(4,N) > 100*RND(J) THEN I=H(5,8)

6690 =-1

6700 IF 8(2,8) > 100%RND(J) THEN I=M(3,N)

6710 IP 0D<>0 THEN PRINT ° DEBUG BOUNCE TO';1
6720 BEM NOW HAVE A NEW DESTINATION. GO BACK AND REDO IT
6730 GO TO 6200

6800 RETURN

7000 REN =—--—=-—-eemem e ecmem e e ccmecmc——— - -
7010 RER WHICH WAY?

Listing 2 continued on page 184

182  July 1979 ® BYTE Publications Inc






Listing 2 continued from page 182:

7100 PRINT

7110 PRIRT * WHICH WAY? %;
7120 A$="NEUDESP"

7130 A2=7

7140 GOSUB 5000
7150 1IP A1<8 THEN 7300

71160 PRINT "WHICH WAY DO YOU WANT TO GO2"

7170 BEM GIVE INSTRUCTIONS

7180 GOoSUB 7500

7190 BEM DESCRIBE THE LOCATION AGAIN

7200 50S08 8000

7210 GO TO 7100

7300 IP AT THEN 7400

7310 REE CALCULATE AND PRINT SCORE

7320 30SU0UB 3000

7330 PRINT “YOU HAVE"SYPOINTS!®

7340 REM STABT AGAIN

7350 GO TO 7100

7400 RETURN

7500 REM ~=--e=——=—ccaoo- -

7510 RER SUBROUTINB TO GIVE INSTRUCTIONS

7520 PRINT

7530 PRINT "TYPE N,S,E,W,U0, OR D POR NORTH, SOUTH,%
7550 PRINT "EAST,WEST, UP OR DOWN. TYPE P POR SCORE"
7560 PRINT

7570 RETURN

8000 REM ---------c--rocnccmcac e e e

8010 REM DESCHRIBE THE CURRENT LOCATION

8050 I=INT (N/5)

8060 J=N-5%1+1

8070 REM THERE ARE ENOUGH STATEMENT NUNBERS HERE TO HANDLE NODES
8080 REM ZEBO THROUGH 49. YOU WILL HAVE TO ADD MORE IF YOU ADD
8090 REM NODES 50 AND BEYOND.

8100 OF I+1 GO TO 8200,8210,8220,8230,8240,8250,8260,8270,8280,8290
8200 O J GO TO 9000,9010,9020,9030,9040

8210 ON J GO TO 9050,9060,9070,9080,9090

8220 ON J GO TO 9100,9110,9120,9130,9140

8230 ON J GO TO 9150,9160,9170,9180,9190

8240 ON J GO TO 9200,9210,9220,9230,9240

8250 JN J GO TO 9250,9260,9270,9280,9290

8260 ON J GO TO 9300,9310,9320,9330,9340

8270 ON J GO TO 9350,9360,9370,9380,9390

8280 ON J GO TO 9400,9410,9420,9430,9440

8290 ON J GO TO 9450,9460,9470,9480,94890

8400 IF T<>N THEN 8500

8410 PRINT

8420 PRINT “THE TREASURE IS HERB!"

8500 IF T<>T2 THEN 8600

8510 IF T1=T2 THEN 8600

8520 IF T1<>N THEN 8600

8530 PRINT

8540 PRINT ™A NOTE ON THE WALL SAYS"™

8550 PRINT " 'PIRATES NEVER LEAVE THEIR TREASURE"™
8560 PRINT * TWICE IN THE SAME PLACEI!®

8600 RETURN

9000 REN ~-----c--ccomcecrcncnccncncnnna— ———

9001 REM FIBRST DATA STATEMENT IS NUMBER OF NODES, AKD THE 2
9002 REM HIDING PLACES FOR THE TREASURE.

9003 DATA 42,23,12

9010 DATA 1,0,0,0,0,0,0

9011 PRINT "YOU*RE AT A DEAD END!"™

9012 GO TO 8400

9020 DATA 2,-2,101,-2,0,0,0

9021 PRINT "YOU CAN'T GO IN THAT DIRECTION"
9022 PRINT

9023 GO TO 8400

9030 DATA 3,33,2,1,10,106,4

9031 PRINT "A TUNNEL GOES NORTH-~SOUTH."

9032 PRINT "THERE IS AN OPENING TO THE WEST."
9037 GO TO 8400

3040 DATA 4,3,30,2,11,2,1

9041 PRINT "YQU'RE ON THE BRINK OF A PIT."%
9047 GO TO 8400

9050 DATA 5,8,8,15,10,8,16

9051 PRINT "“YOU'RE OUTSIDE THE CAVE."

9052 PRINT "GO SOUTH TO ENTER."™

9053 GO TO 8400

9060 DATA 6,16,3,2,10,2,2

9061 PRINT "YQU'RE AT THE HONE OF THE GNOME~-KING.™
9062 PRINT "PORTUNATELY, HE'S GONE FOR THE DAY®
9067 GO TO 8400

9070 DATA 7,-2,10%,-2,0,0,0
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9071
9072
9073
9077
3080
9081
9087
9090
9097
9100
9101
9102
9103
9107
9110
9111
9112
9117
9120
9121
9127
9130
9131
9132
9133
9134
9137
9140
9141
942
9143
9147
9150
9151
9152
9157
9160
9161
9162
9163
9164
9167
9170
9171
9172
9173
9177
9180
9181
9187
9190
9191
9192
9193
9197
9200
9201
9202
9203
9207
9210
9211
9212
9213
9214
9217
9220
9227
9230
92
92137
9240
9241
92642
9243
9247
9250
9251
9252
9257
9260
9261

PRINT "THE GNOME KING IS HERE!"®
PRINT "YOU'D BETTER GET OUT!"
PRINT
GO TO 8400

DATA 8,18,18,15,10,18,9
PRINT "YOU'RE LOST IN THE WOODS.®
GO TO 8400

DATA 9,-2,33,5,1,0,-2
GO TO 8400

DATA 10,-2,101,-2,0,0,0
PRINT "YOU'RE NOT GOING TO GET PAB, DIGGING"
PRINT "THROUGH ROCK.™
PRINT
GO TO 8400

DATA 11,1,13,4,2,1,2
PRINT “YOU'RE AT THE BOTTOM OF A PIT. A LITTLE"
PRINT “STREAM PLOWS OVER THE ROCKS HERE."
GO TO 8400

DATA 12,36,2,1,2,1,2
PRINT "YOU'RE AT A DEAD ENDIW
GO TO 8400

DATA 13,2,37,2,1,11,18
PRINT "YOU'RE AT A WIDE SPOT. THERE IS A"
PRINT "SOOTY PATCH WHERE SONEBODY HAS RESTED"
PRINT ™A TOBCH AGAINST THE WALL. THERE ARE"
PRINT "JAGGED BOCKS ABOVE YOU.%
GO TO 8400

DATA 14,13,1,19,2,31,31
PRINT “YOU'RE IK A CANYON. HIGH O THE WALL"
PRINT "ABOVE YOU IS SCRATCHED THE MESSAGE"
PRINT " *BILBO WAS HERE'"
GO TO 8400

DATA 15,-2,10%,-2,0,0,0
PRINT "YOU'BRE NOT A BIRD. YOU CAN'T PLYI"™
PRINT
GO TO 8800

DATA 16,5,33,2,10,1,106
PRINT "YOU'RE IN A LOW CHAMBER. A TIGHT TUNNEL®
PRINT "GOES EAST, AND YOU CAN WALK TO THE"
PRINT "SOUTH OR WEST. THERE IS LIGHT"
PRINT "TO THE NORTH."
GO TO 8400

DATA 17,-2,101,-2,0,0,0
PRINT "IT'S A TIGHT SQUEEZE. YOU CAN'T®
PRINT “GET PAST WITH THE TREASURE."
PRINT
60 TO 8400

DATA 18,-2,101,8,0,0,0
PRINT “I DUN'T THINK YOU CAN PIND THE CAVE."
GO TO 8400

DATA 19,224,2,2,14,1,42
PRINT “YOU'RE AT THE TOP OF A CLINB."
PRINT "BELOW YOU A MESSAGE SAYS®
PRINT *BILBO WAS HERE'™
GO TO 8400

DATA 20,226,1,2,2,25,2
PRINT "TOU'RE AT THE NORTH SIDE OF A CHASH,"
PRINT "TOO WIDE TO JUNP. RINGING ECHOES PROH"™
PRINT "BELOW ARE THE ONLY INDICATION OF DEPTH."
GO TO 8400

DATA 21,1,226,2,2,38,25
PRINT WYOU'RE IN XANADU. BELOW YOU"
PRINT “ALPH, THE SACRED RIVER RUNS®
PRINT “THROUGH CAVERNS MEASURELESS TO MAN,"
PRINT "DOWN TO A SUNLESS SEA."
GO TO 8400

DATA 22,-2,33,13,50,29,30
GO TO 8400

DATA 23,2,1,2,31,2,2
PRINT "YOU'RE ON THE LEDGE ABOVE THE GUILLOTINE ROOHN.™
GO TO 8400

DATA 24,-2,101,19,0,0,0
PRINT "1 HEAR THE GIANT THERE!I!®
PRINT "YOU!'D BETTER GO BACK!"
PRINT
GO IO 8400

DATA 25,21,20,2,2,1,19
PRINT "YOU'RE IN THE GIANT'S CAVERN. BETTER"
PRINT "NOT BE HERE WHEN THE GIANT COMES!"
GO TO 8400

DATA 26,-2,65,-2,50,11,14
PRINT "YOU'RE IN THE QUEST RESEARCH AND"

Listing 2 continued on page 186
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avematroxn

microprocessor
displays

ALTR-2480

S$100 BUS

Standard TV Monitor Controllers

ALPHANUMERICS: Transparent Memory insures
clean video while teaving CPU free to perform
other tasks 24 x 80 or 2 pages 24 x 40 96 ASCII
characters with descenders plus 32 graphics
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monochrome self-contained graphics display
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addressing of memory located in 1:O area allows
CPU maximum work space

COMBINED: The ALT-256 and ALT-512 graphics
boards allow easy connection to the ALTR-2480
providing full alpha-graph capability on two
cards
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Listing 2 continued from page 185:

9262
9263
9264
9265
9266
9267
9270
9271
9272
9273
9280
9287
9290
9291
9292
9293
9297
9300
9301
9302
9303
9307
9310
9311
9312
9313
9317
9320
9321
9322
9323
9327
9330
9331
9332
9340
9341
9347
9350
9351
9357
9360
9361
9367
9370
9371
9377
9380
9381
9382
9383
9384
9385
9387
9390
9391
9392
9397
9400
9401
9407
94310
9411
912
9417
9420
9421
9422
9423
9427
9430
9440
94850
9460
9470
9480
9490
9500
9510
9520
3530
9999
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PRINT "DEVELOPMENT AREA."
PRINT
PRINT "I*M SORRY, BUT VISITORS ARE NOT"
PRINT “ALLOWED. YOU'LL HAVE TO LEAVE."
PRINT
GO TO 8400
DATA 27,2,40,2,2,21,20
PRINT "YOQU'RE IN THE CRYSTAL PALACE. THE"
PRINT "“WALLS RESONATE WITH"
PRINT "AWESOME MUSIC."
DATA 28,-2,60,221,50,14,19
GO TO 8400
DATA 29,2,42,2,13,1,1

PRINT “YQU'RE AT THE TOP OF A GIANT STALACTITE."

PRINT "YOU COULD SLIDE DOWN, BUT YOU COULDN!T®"
PRINT "CLIMB BACK OP."
GO TO 8400
DATA 30,34,34,2,1,4,2
PRINT "YOU'RE IN A LITTLE GROTTO. THERE IS A"
PRINT "BOOK HERE CALLED JANE'S FIGHTING SHIPS,"
PRINT "DATED 1763."
GO TO 8400
DATA 31,14,14,23,2,1,2
PRINT "YOU'RE IN THE GUILLOTINE ROOM. A SHARP"
PRINT “ROCK BALANCES PRECARIOUSLY ON THE"
PRINT "LEDGE ABOVE YOU."
GO TO B400
DATA 32,-2,101,516,0,0,0
PRINT "YOU'RE IN A CHUTE, SCRAMBLING DOWN THE"
PRINT "ROCKS! NO WAY TO STOP! HANG ON®
PRINT
GO TO 8400
DATA 33,2,1,2,1,116,3
PRINT "THE TIGHT TUNNEL TURNS A CORNER."
GO TO 8400
DATA 34,1,35,2,1,30,30
PRINT "YOU'RE IN A LITTLE TWNISTY MAZE™
GO TO 8400
DATA 35,2,1,2,37,34,36
PRINT "YOU'RE IN A LITTLE TWISTING MAZE"
GO TO 8400
DATA 36,35,2,1,37,34,12
PRINT "YOU'RE IN A TRISTING LITTLE MAZE"
GO TO 8400
DATA 37,2,1,35,2,13,2
PRINT "YOU'RE IN A TWISTY LITTLE MAZE™
GO TO 8400
DATA 38,2,21,2,116,1,2
PRINT “YOU'RE IN A PREHISTOBRIC DWELLING. ON"
PRINT "THE WALL ARE DRAWINGS OF BISOK DONE IN®
PRINT "RED CLAY. THE FLOOR IS STREWN WITH"
PRINT "BONES, THE REMAINS OF ANCIENT RITUALS."™
PRINT “A SMALL TUNNEL GOES THROUGH THE PLOOR."
GO TO 8400
DATA 39,2,40,2,32,21,26
PRINT "YOU'RE IN A BLACK HOLE. THE"
PRINT "FORCE OF GRAVITY IS OVERWHELMING."
GO TO 8400
DATA 40,40,40,2,2,40,4861
PRINT “YOU'RE IN THE LABYRINTHE"
GO TO 8400
DATA 41,40,40,40,2,40,39
PRINT "YOU'RE IN THE LABYRINTHE"
PRINT "“IT'S VERY DARK IN HERE."
GO TO 8400
DATA 42,28,28,28,28,28,28
PRINT "YOU'RE IN THE ASHRAM. INCENSE IS HEAVYI®
PRINT "IN THE AIR, AND ALL DIRECTIONS®"
PRINT "SEEM THE SAME."
GO TO 8400

REM NO ¥ODES SET UP FOR THESE VALUES. 1IF YOU GET HERE,

REM YOU HAVE A MISTAKE IN A DATA STATEBENT.
REH
REM
REN
REN
BREN
REN
REHS
REN
REN
END
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Text continued from page 179:

modifications on most machines which have
enough memory to hold it. The number of
locations has been increased slightly, and a
few surprises have been added to make it
more interesting. The original Quest was
made for seventh-graders at Peninsula
School, who were doing a map making unit.
For this reason, most of the connections
between locations work as if they were in
physical three-dimensional space, although
there is no requirement for this in the pro-
gram.

The program and the description of the
cave are well documented by the comments
in the code, so | won’t go into great detail
here. Besides its description, each location
has a set of six numbers which give the
next location to move to, in case of a
move NORTH, EAST, UP, DOWN, WEST,
or SOUTH. Special events, such as the
pirate and the treasure, are done in the
program rather than in the descriptions.
There is a provision in the connection
codes for an immediate return to the
location you came from, which is used,
for instance, at the location called “YOU
CAN'T GO IN THAT DIRECTION.” There
is also provision for different connections
chosen according to a random number, and
for different connections depending on
whether or not you are carrying the treas-
ure, and whether or not the pirate has
found you.

A Final Statement

It is possible to get through the cave by
reading the program and decoding the data
which defines the connections. If you do
that, you will deprive yourself of the pleas-
ure of finally finding your way through. It is
also possible to “help” a friend by telling
him how to get through. | don’t think the
easy pleasure of knowing how to get through
can equal the joy of discovering the way, or
the satisfaction of having discovered it, or
the excitement of being on the way to dis-
covering it. | also don’t think that anyone
who merely plays Quest can have as much
fun as | have had in writing it, and watching
other people use it.
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grams, is that integration and debugging are
easier to implement under the top-down
strategy. The programming technique of
recursion is introduced in the concluding
sections of the chapter.

The remaining two chapters and two
appendices are of less interest to the com-
puter hobbyist. Chapter 5 examines |BM’s
innovative ‘‘chief programmer team" organ-
ization and its managerial approach to the
operation of software projects. Chapter 6
provides extended examples of the top-down
structured approach to program design, with
the primary focus on parallel processes
(whereby several computations proceed
either simultaneously on separate processors,
or by multiprogramming on a single pro-
cessor) and multiprocessing resource man-
agement. The chapter concludes with the
specification and top-down design in pseudo-
code, of a hypothetical multiprogrammed,
multiprocessing  operating system. The
REPEAT-UNTIL, SELECT-CASE, and
LOOP-EXITIF-ENDLOOP structured mod-
ules are implemented in PL/l in Appendix A.
In Appendix B, six of the seven structured
programming constructs are specified in
360/370 assembly language macros.

As a result of the omission mentioned
earlier, | have qualms about recommending
this book as a mandatory reference resource.
If you are interested in using structured
techniques to increase your programming
productivity and reliability, | would recom-
mend that you get a copy of the book
through a nearby college or computer club
library and spend a few hours reading the
material. | found the authors’ style lucid,
although on occasion | had difficulty follow-
ing some of their examples due to my
unfamiliarity with the PL/I language.

Overall, the book successfully presents
the authors’ contention that structured cod-
ing, top-down design, formal and informal
proofs of correctness, chief programmer
team organizations, and code reading result
in reliable, flexible software. | fully concur
with their belief that *.. .top-down struc-
tured programming is one way to make pro-
gramming the enjoyable activity it should
be.”

Lee C Matthews
9659B Jefferson
Ellsworth AFB SD 57706=

A new star on the Horizon

MMike's

CSUB (Common SUBroutines)
Developed for North Star DOS and BASIC by Micro Mike’s, Incorporated

CcSsuB

is a multi-dimensional programming package.

Among benefits CSUB offers both user and programmer are:

TIMESHARING
for the Horizon—

The only true interrupt-driven, bank
switching timesharing software available
for the Horizon.

Supports as many as four 5" drives,
four 8" drives, and as many as four
CRT> with 16 to 48 K RAM per CRT.
Interrupts at 26 ms. Spooler and file
locking to be supported in the near
future.

Specify single (Release 4) or double
density {Release 3).

Requires additional memory in computer.

A machine language program
ond\“disk ... o $

Complete bustness application software
available. Write for udditional
information. Dealer discounts available.

Circle 204 on inquiry card.

1. Non-destructive cursor positioning
2. Automatic display of error messages or bulletins
3. Strict control of all data passing between CRT and
CPU, including:

a. Complete parameter checking of all numeric data
input

b. Complete formatting of all numeric and
alphanumeric data displayed or input

¢. Automatic mask and data display

d. Automatic date input and display (automatic display
of slashes between month, day and vear)

e. Complete numeric control on single character
alphanumeric inputs

f. User’s ability to “back up” to last logical input.
4. Strict control of data passing between external storage
devices (i.e. disk drive)s)) and CPU, including:

a. Automatic file OPENing and CLOSEing for most file
accessing

b. Sequential file accessing

¢. Random file accessing with automatic calculations of
file vectors

d. Keved file accessing with virtually no limits on
number of keyfiles

e. Automatic sorting of keyfiles.

Micro Mike’s Incorporated
PROGRAM LIBRARY

A one-time fee of $500 (soon to be
increased) buys for the purchaser
continuous unlimited access to the
programs, updates and revisions in the
PROGRAM LIBRARY.

CSUB disk and documentation package ....... $49.95
4SHARE {umesharing for Horizon, Retease 4) . . $49.95
5SHARE (timesharing for Horizon, Release §) . . $49.95
DOSCHG4 (8" disk drive interface patch to

Retease 4 North Star DOS and BASIC) ..... . $49 95
DOSCHGS (8" disk drive interface patch to
Release 5 North Star DOS and BASIC) ..... .$49.95
Making technology uncomplicated
. . . for People

Micro Mike’s,Incorporated

905 South Buchanan
Amarillo, Texas 79101
806-372-3633
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Programming Ouickies

BASIC Bit Twiddling

Ralph Owens
POB 202
Enterprise KS 67441

The following are several functions
which allow the user to manipulate in-
dividual bits and nybbles (groups of four
bits) using BASIC. | like to use these
functions with the PEEK and POKE com-
mands.

Nybble functions

FNU(N) = INT(A/16)
FNLIN)=A —16*FNU(N)

FNA(N)=16*N+ FNL(N)
FNB(N)=FNU(N}+N

Bit functions

FNQ(N)}=INT(A/2IN)~ 2*INT(A/21(N + 1))
FNR(N)=A—FENQ(N)*2IN

FNS(N)=A+(1 —FNQ(N))*2IN
FNT(N)=FNR(N) + FNS(N)— A

Solve Problems By Simulation...

A contains the value of the byte.
N contains the value of the nybble.

Reads upper nybble.
Reads lower nybble.

Sets upper nybble to value of N.
Sets lower nybble to value of N.

A contains the value of the byte.
N (0 thru 7) is number of desired bit.

Reads Nth bit.

Resets Nth bit to zero.
Sets Nth bit to one.
Toggles the Nth bit.
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with simulations

of many con-

cepts, including

e wWave motion

¢ flying objects

o artificial
intelligence

e electronic
circuits

e and robot
motion!

SIMULATION is a collection of

the best articles from BYTE Magazine on this useful computer technique,
plus exciting new material on the subject.

SIMULATION is the second volume in the Programming Techniques series
on the art and science of computer programming from BYTE BOOKS.
Editor Blaise W.Liffick's selection of material furnishes not onty background
information from which the personal computer user is able to write

and maintain simulation programs, but also actual programs for
simulating many situations. Theoretical and practical applications of

this technique are explored in articles dealing with specific aspects

of simulation.

Learn how to find solutions to your problems through SIMULATION.

ISBN 0-931718-13-9 s Gloo

Simulation

Wiaise W Lirtick, Edttar

Buy this book at your favorite computer Dook-
store or order direct from BYTE BOOKS.

AddB0: per book for postage and handiing B UI[ .
LL[ ‘ EROAS k X&X

“BOOKS OF NTEREST TO COMPUTER PEOPLE
70 Main Street, Peterborough, New Hampshire 03458

BYTE Publications Inc

Circle 36 on inquiry card.

Here are two examples
of the use of these functions:

1000 REM FIND LOWER NYBBLE VALUE

1010 A=PEEK(16422)

1020 V= FNL(A}

1030 PRINT “VALUE OF LOWER NYBBLE
1S, Vv

9999 END

2010 A=PEEK(16422)

2020 REM SET EIGHTH BIT OF DECIMAL
2030 REM LOCATION 16422 TO ONE
2050 A= FNS(8)

2060 POKE 16422, A

9999 ENDw
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Peter Grogono

73 Roxton Crescent
Montreal West
Quebec CANADA
H4X 1C7

Note: The examples of the
Mouse language which ap-
pear in the text of this
article have been italicized
for the sake of clarity.
Examples of the language
appearing on lines by
themselves have not been
italicized, however.
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Mouse

A Language for Microcomputers

This article describes Mouse, a computer
programming language which can be imple-
mented on most microcomputers. The word
Mouse is not an acronym, merely an appro-
priate description for something small and
active.

There are many available languages for
microcomputers already, so the introduc-
tion of a new language warrants some ex-
planation. The justification for Mouse is
that it incorporates many features of high
level languages, yet it can be implemented
without the resources needed by most high
level languages. More specifically, Mouse
programs demonstrate the use and imple-
mentation of arrays, functions, procedures,
nested control structures, local variables,
recursion, and several methods of passing
parameters from one procedure to another.
Mouse also embodies some of the principles
of structured programming, in that it uses
nested, single entry control structures, and
does not allow unrestricted jumps. None-
theless, Mouse can be implemented on a
minimal system consisting of a micropro-
cessor, 4 K bytes of memory, and a terminal.

All of these features cannot be incor-
porated into a simple language without
making somc sacrifices. Identifiers in Mouse
consist of a single letter, so that a symbol
table is not required. Expressions are writ-
ten in postfix notation, which is more
casily interpreted by a computer than the
conventional infix notation. Parameters are
passed to subroutines as strings, eliminating
the need for complex parameter transmis-
sion mechanisms. Mouse programs are easier
to write than to read, and it is possible to
write Mouse programs that are very obscure.
Although readability is a highly desirable
feature of a programming language, a lan-
guage cannot be condemned solely on the
grounds that obscure programs can result:
witness the popularity of APL. The extraor-

dinary thing about Mouse is that so much
can be achieved with such a small amount of
implementation effort.

Mouse is descended from an older pro-
gramming language called Musys. In 1970
I was working for Electronic Music Studios
{London) Limited, the company which now
manufactures the SYNTHI series of electronic
music equipment. At that time the com-
pany, under the direction of Peter Zinovieff,
was exploring the possibilities of using mini-
computers to control electronic music
instruments. The studio had two DEC PDP-
8 computers, but very little software. My
job was to write software which would
relieve composers of the tedious chore of
cntering musical compositions in the form
of strings of octal numbers. Since the older
PDP-8 was already connected to a variety of
digitally  controlled oscillators, filters,
envelope shapers, and other musical equip-
ment, we decided to use the newer and
faster PDP-8 to do the language processing.
Space was very limited: the PDP-8 had only
4 K 12 bit words of memory, and a very
restricted instruction set by comparison with
today’s microprocessors,

The system that | designed for the studio
enables composers to write their composi-
tions in a high level language called Musys.
The heart of Musys is a simple yet powerful
macroprocessor. A Musys composition con-
sists of a hierarchy of macroinstructions, in
which the higher level macroinstructions
determine the overall form of the composi-
tion, and the low level macroinstructions
specify details such as the pitch and duration
of the individual sounds. The Musys inter-
preter contained about 700 instructions.
About 600 additional instructions were
required for supporting software, including
disk control. The system is described in
reference 1. The idea of using a macro-
processor as the basis for a minicomputer
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® INTEGRATED FINANCIAL

PROGRAMS

All programs integrate by posting
financial data to the general ledger
journals. They are self-guided and
easy to use. You don't have to be a

CPA!

B GENERAL LEDGER
B ACCOUNTS RECEIVABLE
B ACCOUNTS PAYABLE
®m INVENTORY CONTROL
B PAYROLL
$500 Each Program
$8 Manual Only

® COMPLETE LEGALBILLING
SYSTEM with ACCOUNTS
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A powerful and flexible system that
will produce clients statements with a
wide choice of layouts and billing
options.
$1,995 Complete System
$12 Manual Only

® MIDAS™ MIni DAtabase System
Design your own file layouts and
change them easily with MIDAS.
Complete update, query, tally, sort,
report, and reformat capabilities.
$250 Complete System
$8 Manual Only

F Over 100 Systems in the field now!
F Immediate delivery on all programs.
+ Requirements: CBASIC, dual disk,
and 48K memory
*CP/M is a trademark of Digital
Researct

VISA AND MASTERCHARGE ACCEPTED
Rothenberg Information
Systems, Inc.

260 Sheridan Avenue
Palo Alto, CA 94306

Telephone: (415) 324-8850
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address. If we want to print the value of
A we write A/ .

The assignment operator is =. An assign-
ment is performed in three steps:

® An address is pushed onto the stack;
® A value is pushed onto the stack;
® The assignment operator is applied.

Thus in order to give the value 17 to X we
write:

X17=

This statement has the effect that X := 17
would have in a Pascal program. Similarly,
we write X'Y.= to assign the value of Y to X
in Mouse. The most common programming
error in Mouse is to forget the period; no
error will be reported, but the calculation
will use the address rather than the value
of a variable, and the result will probably
be wrong.

The arithmetic operators in Mouse are
+, —, *, and /, denoting addition, subtrac-
tion, multiplication, and division, respec-
tively. Because operands in Mouse have
integer values, / means divide and truncate.
A Mouse operator is always written after its
operands. The resulting notation is called
postfix notation or reversed Polish notation,
in contrast to the conventional algebraic
notation which is called /infix notation.
Postfix notation may be confusing at first,
but it does have some advantages. The infix
expression A+B is written in Mouse as
A.B.+; the periods signify that we are adding
values, not addresses. One of the advantages
of postfix notation is that parentheses or
brackets are not required. The infix expres-
sion A+B*C, in which the multiplication is
performed before the addition, is written
A.B.C.*+ in Mouse. The infix expression
(A+B)*C, in which the parentheses indicate
that the addition is to be performed first,
is written A.B.+C. *.

It is not hard to translate expressions
into postfix notation if you remember
these two rules:

® Operands appear in the same order in
both expressions;

® Qperators are written as soon as both
operands have been written in full.

As an example, consider the conversion to
postfix form of the infix expression (A+B)/
(C—D). First write down the operands in
sequence:

A.B.C. D.



The addition is performed after B., and the
subtraction after D.. The division cannot be
performed until both its operands have been
computed, so the complete expression in
postfix notation is:

A.B+CD.—/

The arithmetic operators always have two
operands in Mouse. The infix expression —X
means 0—X, and it must be written in the
form OX.—.

The top value in the stack may be used as
an anonymous variable. In fact, we have
already used the stack in this way, in the
program 7 / $§. Here is a more subtle use of
this feature:

A A5=. Ab=1!4$$

These five steps have the following effect:

A puts the address of A on the stack;

® A5= assigns the value 5 to A (this uses
the stack, but leaves it unchanged);

® . converts the address of A to the value
of A, which is 5;

® A6= changes the value of A to 6;

® !/ prints the value, 5, from the stack.

Care must be taken, of course. If you are
writing programs in this fashion, you must at
all times know what is supposed to be in the
stack. The following example uses the
stack to interchange the values of two vari-
ables, X and Y. In most languages this inter-
change can only be done with a temporary
variable. For example, in Pascal we would
write:

T=X;X:=Y;Y:=T
In Mouse we can write:
XY.YX.==

The addresses of A, B,C,.. .Zare 1,2, 3,
. . .26. This means that B, for instance, can
be regarded as either a variable in its own
right, or as the second element of the array
A. The address of B can be written as either
B or A7+, and its value as B. or Al+. . A
general element of the array A, written
All] in Pascal, can be written as A/.+. in
Mouse, for 0 < | < 25. Any letter can be
used in this way: thus K5+ is equivalent to
P, and Z3—. is equivalent to W. . You must
be careful not to use the same address for
two different purposes. If you decide to
use A as an array with ten components, you
cannot use the variables B, C,. . .} in the

s
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microcomputer applications. A highly interactive interpreter that uses
list-type data structures which are simultaneously data and executable
instructions. LISP features an unusual structured, recursive function-
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education, simulation and computer-aided design. 6800 LISP requires
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Price $75.00

A/BASIC Compiler

The ever-growing A/BASIC family is threatening old-fashioned
assembly language programming in a big way. This BASIC compiler
generates pure, fast, efficient 6800 machine language-from easy to
write BASIC source programs. Uses ultra-fast integer math, extended
string functions, boolean operators and real-time operations. Output is
ROMable and RUNS WITHOUT ANY RUN-TIME PACKAGE. Disk ver-
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Cassette version runs in 8K and requires RT/68 operating system.
Price: Disk Extended Version 2.1 $150.00
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extra third pass which generates a full assembly-language output
listing AND assembly language source file. Uses original BASIC names
and inserts BASIC source lines as comments. SSB and SWTPC
Miniflex version available.

Price: $50.00

[(NEW] A/BASIC Interpreter

Here it is—a super-fast A/BASIC interpreter that is source-compatible
with our A/BASIC compiler! Now you can interactively edit, execute
and debug A/BASIC programs with the ease of an interpreter—then
compile to super efficient machine language. Also a superb stand-
alone applications and control-oriented interpreter. Requires 8K RAM.
The cassette version is perfect for Motorola D2 Kits.

Price: $75.00

RT/68 Real Time Operating System
MIKBUG—compatible ROM that combines an improved monitor/
debugger with a powerful multitasking real-time operating system.
Supports up to 16 concurrent tasks at 8 priority levels plus real time
clock and interrupt control. Thousands in use since 1976 handiing all
types of applications. Available on 6830 (MIKBUG-type) or 2708
(EPROM-type) ROM. Manual is a classic on 6800 real-time applications
and contains a full source program listing.

Price: RT68MX (6830) $55.00

RT68MXP (2708) $55.00

6800 CHESS

A challenging chess program for the 6800. Two selectable difficulty
levels. Displays formatted chess board on standard terminals. Re-
quires 8K memory. Machine language with A/BASIC source listing.
Price: $50.00

ELIZA

6800 version of the famous MIT artificial intelligence program. The
computer assumes the role of a psychoanalyst and you are the patient.
This unusual program is unique because the dialog with the com-
puter is in unstructured plain English. An impressive demonstration
program.

Price: $30.00

.

Qur software is available for most popular 6800 systems on cassette or diskette
unless otherwise noted. Disk versions availabie on $.8.B.. SWTPC, or Motorola
MDOS. Please specify which you require. Phone orders are welcomed. We accept
MASTERCHARGE and VISA. We try to ship orders within 24 hours of receipt.
Please call or write if you require additional information or our free catalog.
Microware software is available for OEM and custom applications.

P.0. BOX 4865
DES MOINES, 1A 50304
(515) 265-6121

MICROWARE

SYSTEMS CORPORATION

J
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Write faster in BASIC,
FORTRAN, or COBOL

Document & modify more easily, too

Human-engineered to do the job better. Yes, you really can get flawless code
faster, using the Stirling/Bekdorf™ system of software development tools with
structured programming concepts. The 78F2, 78P4, and 78C1 are human-engineered
to reduce initial errors, improve de-bugging speed, and aid concept communication.

First, use the 78F2 Flowchartrix™to lay out your original concept blocks. Then
use it to write a finely detailed flowchart.

54% more logic cells than other flowchart forms, put far more of your program
on each page. Each Flowchartrix has a full 77 logic cells, not just 50. This saves
paper, and makes your finished flowcharts easier to understand. By seeing up to
27 extra steps of a program on each page, you comprehend program flow more
clearly. You save money and storage space, too.

Every matrix cell in the 7 x 11 matrix has a specific label to help you track
branch points. When you write program documentation, having a separate reference
point for each cell makes your program much easier to describe clearly.

With Flowchartrix, you don't need a shape template to draw remarkably regular
logic symbols. Guides for the mostused logic symbols are right in each matrix
cell, to help you draw most standard flowchart symbols entirely free-hand.

78P4 Print-Out Designers are next. When you finish flowcharting, lay out the
printed reports your program will generate. Then when you write code you blaze
through the report generation segments nght along with the rest of your program.

Unigue 70 x 160 matrix accommodates even proportional-spacing word processor
formats. The 160-column width can handie practically any printer format. The
78P4 15 big, 14% x 22 nches, because we've scaled the cell size to human writing
comfort, not machine print. giving nearly twice the character-writing area of other
printout design sheets.

Special 5-column area records the program line number of the code which
creates each printed line. it shows, at a glance. exactly which line of code creates
each line of your report, saving hours of needless search time when you must
change the report format (and don't you always have to, sooner or later”:

Every sheet of 78C1 gives you 2 form uses for the price of one. Use 78Cl's
full 28 line x 80 column gnd area to code regular program steps. Then for inter-
active or instructional sections, simply keep your characters within the appropriate
CRT indicator lines, and you'll automatically know where every character will show
onyour CRT screen

28 line x 80 column coding capacity saves you 14 sheets out of every 100,
compared to 24-line forms. 86 sheets hold more program steps than 100 sheets
of any 24-hne form, yet we offer full-size 6mm x 3mm grid blocks to gve you
comfortable writing room and visual space between lines.

Works with your CRT display, no matter what brand you own. Equipped for
both 16 line x 64 column and 24 line x 80 column display formats.

Available 1n three versions (one for BASIC languages. one for FORTRAN, another
for COBOL), the 78C1 s so powerful we include a /-page instruction manual with
everg order.

very tool in the Stirling/Bekdorf system is surface-engineered to take both
pen & pencil without blotching. Qur tough, extra-heavy. 22+ paper is pure enough
to use with critical magnetic ink character readers, and gives you crisp. sharp char
acters with pencil or plastic-tip pen.

Every parl of our system uses eye-comfortable soft blue grids. All gnd rulings.
tints, and wision rules are reproduced in a special shade of blue, easy on your
eyes even after hours of continuous programming. If you're a professional pro-
grammer, you'll particularly appreciate our improvement over the green lines you've
been writing on.

A 3-ring binder is one more of our secrets for your success. All your notes,
logiv concepts, flowcharts. code. CRT layouts, print-out designs, and documentation
can be kept together. n order. in one place. When everything you create stays
together, debugging and modification 1s much simpler.

Order your supply of the world’s most advanced software development tools,
right now, before you hatch even one more bug.

78F2 Flowchartaix 78C1 Combination Coding/CRT Layouts
T 2padsof 50 = $790 + 3285 phng & shpg All ate the same pr.ce but please check which 1anguage
O 10 pads of 50 = $34 35 + $6 45 png & shpg format you want

O tar BASIC O far FORTRAN O for COBOL

3 2padsol 50 = $6 35 ~ $195 phng & shpg
0 10 padsof 50 = $26 85 » $3 39 phag & shpg

78P4 Print-Out Design Sheets

O pad ot50 = $745 + 3314 pkng & shpg
3 5 pads of 50 = $32 10 - $6 75 pkng & shpg
Tesas resigents prease asd 5 3% sales 132 (0 base price We ship
UPS 50 PO Bos address must give phone number Prices shown
Yor paciung & shipping are U S A onty  Intemaiiona) shpping rates

3-hole punched vinyl pockets for 78P4 Design Sheets
O setoth for $265 + §1 35 pkng & shpg

01 setof [2tor 3500 ~ $1 8% pkng & shpg are highe: marte for getails

O Sample of one sheet of eacn torm + Chargeto — Master Charge ™ Visa exp date ___
gssociated labels & literature $2 50 Card 7

Enclosed s mychechfor$— _ Signature

Name

Address Phone

City State

Stirling/ Bekdorf

4407 Parkwood O San An'omo, TX 78218 0(512) 824-5643

T 1978 Stting Berdart D o Blackman Mg Gp lnc
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same program. The following illustrates
these points:

A7=BA=A!B. A1+ $$

A7= assigns the value 7 to A, and BA.=
copies the same value to B. This value is
then printed three times: A.!/ prints the
value of A; B.!/ prints the value of B; and
AT+.! prints the value of A[1].

Before we pass on to a discussion of the
control structures of Mouse, we need one
more concept: clause. A clause is a string
which contains quoted strings and expres-
sions, which have been defined above; and
complete control structures, which are
defined below.

Control Structures

A condition in Mouse is written E[C];
E is an expression, and C is a clause. The
condition itself is a clause. E is evaluated,
and if its value is greater than zero, C is
executed. If E is zero or negative, C is
skipped. The Pascal statement:

ifX>0thenY =X
becomes in Mouse:
X.[YX.=]

Since Mouse distinguishes only E > 0 and
E < 0, more complicated expressions must
be devised for different conditions. For
example, X = 0 is equivalent to X+1 > 0,
and so the Pascal statement:

if X=0thenC
becomes in Mouse:

X.1+[C]

Similarly, X = 0 is equivalent to (1+X > 0)
and (1—-X > 0), and so Pascal:

if X=0thenC
becomes in Mouse:
1IXA1X.—[C]]

Now, reconsider the definition of clause. A
complete condition E[C] is both a clause
itself, and contains a clause, C. Suppose C
is itself a condition, F[D]. If we replace C
by F[D] in the clause E[C], we obtain the
clause E[F[D]]. This demonstrates that the
nested condition 7X.+[7X.—[C]] of the last
example is a legitimate Mouse construction.





http:1,250.00
http:1,695.00

The program which follows reads numbers
into an array and then prints them in reverse
order. A is used as an array index, and B is
the array. The input is terminated by a neg-
ative number,

A0=

( BA.+.2= BA+.1+1 AA.T+=)
(A1 AA1—=BA+.!)

$$

We can improve this program so that it will
read no more than 25 numbers, the maxi-
mum capacity of the array B. Note the use
of two exit conditions in the first loop:

AO=

(BA+.2= BA+.1+1 AA.1+=
A25—[ “ARRAY FULL!”011])
(AT AA1—=BA+.! )

$$

Macroinstructions

A complex algorithm always has a hier-
archical structure, and a programming lan-
guage must provide the means of defining
and calling procedures and functions so
that programs which have an analogous
hierarchical structure can be written. In
Mouse, procedures and functions are imple-
mented by macroinstructions. A macro-
instruction call is written like this:

#M™,

This is a call to macroinstruction M. There
must not be a blank between # and the
macro name. In this example there are no
actual parameters. When there are actual
parameters, they follow the macro name
and are preceded by commas. The follow-
ing is a call to macroinstruction M with
parameters X and Y:

#M XY

A macro name is a single letter, so a program
may use up to 26 different macroinstruc-
tions.

Macro definitions come between the main
program and the terminating $§. A macro
definition starts with the character § and the
name of the macroinstruction, and is termi-
nated by the character @. There must not be
any blanks between § and the name of the
macroinstruction being defined. The defini-
tion must be a clause, and definitions cannot
be nested. The following program uses a
macroinstruction, M, to print a message:

#M;
$M “A MESSAGE” @
$$

Note that the main program code is termi-
nated by $#, which introduces the first macro
definition. As usual, the entire program is
terminated by $$. When the interpreter
encounters #M; in the program, it substi-
tutes the definition of the macroinstruction,
excluding $#M or @. Thus when the program
above is interpreted, it prints:

A MESSAGE

Each macroinstruction has its own com-
plete set of local variables, A, B, C,. . .Z.
Assignments to these variables do not affect
the values of main program variables. The
program which follows will print the number
3, despite the assignment to N in macro-
instruction X:

N3=#X; N.!
$X N99= @
$$

A macro definition may have up to 26
formal parameters, written %A, %B, %C,
.. .%Z, with no blank between % and the
letter. When a formal parameter is encoun-
tered in a definition, the actual parameter is

~

RS

@3’% GenRad needs Trolis!

What are Trolls?

Trolls are a rare breed of engineer, who
can work in software as well as
hardware. At GenRad we design and
build Automatic PC-Board Testers for
electronic manufacturing. Our support
engineers like to eat a chip data sheet
for breakfast, breadboard the chip for
lunch and debug its software models at
dinner. GenRad trolls are good; as a
matter of fact, we think they’re the best!

They help guide our customers through
the sometimes bewildering land of
testing. If you think that you would
enjoy this challenging mix of hardware,
software and human contact, set up a
meeting with our troll leader by
contacting Pat Perillo, GenRad, Inc., 300
Baker Avenue, Concord, MA 01742. Or
call Pat (collect) at {617)369-4400, ext.
332.

An equal opportunity employer M/F

GenRad
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This definition may be paraphrased in
ALGOL:

F(N) :=

if N>

then N * F(N—1)

else 1

If %A >0, the conditional clause is executed,
and the macroinstruction is terminated by
the @ between the brackets. If %A < 0, the
value 7 is placed on the stack and the macro-
instruction is terminated by the final @.

If there is no actual parameter corre-
sponding to a formal parameter, the formal
parameter is processed as a null string.
Actual parameters for which there are no
formal parameters are ignored. A call to an
undefined macroinstruction is also processed
as a null string. These points are illustrated
by the following program:

#T; 4T, “A"S #T, “A”, “B”;
#T’ ltA)Y’ IIBY), I(Cl); #U;

§T <" %A%B “>1"@

5$

This program prints:

<>

<A>
<AB>
<AB>

In the first call, #7;, there are no actual
parameters. In the second call, #7,“A"",
there is one actual parameter, “A”, which
is printed. In the third call, both param-
eters are printed. In the fourth call, there
are three actual parameters, of which the

*SQUARE AND TRIANGULAR NUMBERS"’
{ “"ENTER A NUMBER'' N?= N.1
US(UN.LT) =" #SN ;L
YOTEONLETY = T HTNL L)

o

$S %A1 — [ #T,%A; #T, %A1 —; + @)1 @
ST %A1 — [ #S, %A1 —; 3%A*1 - + 2/ @] 1 @

$$
Listing 1: This Mouse program reads an integer and prints the corresponding

square number S, and triangular number T,. It uses two mutually recursive
macroinstructions S and T.

“PRIME NUMBERS!"" N1 = (NN.1 + = #P,N.;)

$PF1=N1=
(FF.1+= %AF. —1 %AF./F.*%A -1+ [NO=01])
N. [ %Al "1 | @

$$

Listing 2: This program prints a list of prime numbers. Macroinstruction P
determines whether its parameter N is a prime number and, if it is, prints it.
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third, “C”, is ignored because there is no
formal parameter %C. The last call is to
an undefined macroinstruction U, and has
no effect.

Now that all of the control structures of
Mouse have been described, we can define
clause more precisely. A clause may be: an
expression, a literal string, a condition, a
loop, a macro call, or a clause followed by
another clause. Actual parameters and macro
definitions must be clauses. These rules are
not precise enough to formally define the
syntax of Mouse, but they serve as a guide
for the Mouse programmer. Their principal
purpose is to ensure that all of the com-
ponents of a control structure are on the
same level. They forbid, for example, the
use of ( or [ without the matching ) or ] at
the same level in a condition, loop, macro
definition or actual parameter.

Example Programs

We conclude this section of the article
with some sample Mouse programs. The
first program illustrates mutual recursion.
Two macroinstructions are said to be mutu-
ally recursive if each one calls the other. The
square numbers S, (1, 4,9, 16,. . .) and the
triangular numbers T, (1, 3, 6, 10,.. .) can
be defined in terms of each other in the fol-
lowing way:

S;=1
Sp=Th+Ta_qforn>1
T, =1

Ta=(Sa_q *+3n—-1)/2forn>1

The program, which appears in listing 1, uses
mutually recursive macroinstructions S and
T tocomputeS,and T ,.

The second program, which appears in
listing 2, prints prime numbers. It loops
indefinitely, calling macroinstruction P for
each integer N in turn. Macroinstruction P
prints N, if N is prime. The expression
K%AF.JF.*%A—T1+ is equivalent to 1 — %A
mod F.; it is positive only if F divides %A
exactly. The program will fail when incre-
menting N causes overflow, but the algo-
rithm is so inefficient that there is little
danger of this happening,.

The third program, shown in listing 3,
uses recursive macroinstruction V to print
the words of a song. The British and Ameri-
can versions of this song are different, and
I am not sure that the words printed by the
program are a correct statement of either
version. The limit of nine verses is a restric-
tion imposed by the interpreter described
in this article, not an inherent limitation
of Mouse.






The program which appears in listing 4
prints the moves required to solve the
Towers of Hanoi problem for a given num-
ber of disks. It uses recursion, and demon-
strates the use of strings as actual parameters.

{ "HOW MANY VERSES?"’
S?7=S5.110S. - [#V.,S.1+;1])

$V %A1 — | #N, %A; #B; #W; 1"

N, SoA: #B: 17 #E 1
#N, %A1 —; #B; #W; 117
#V, %A1 —; 1@

$B ** GREEN BOTTLES” @
$W “STANDING ON THE WALL"” @
$F “/IF ONE OF THOSE BOTTLES SHOULD HAPPEN TO FALL” @

$N %A9— [ “NINE” @ |
%AB— [ “EIGHT” @ 1
%A7 — [ “SEVEN" @ ]
%A6 — [ 'SIX”’ @ )
%A5 - [ “FIVE" @ |
%A4— [ "FOUR" @ |
%A3 — [ “THREE” @ |
%A2 - [ “TWO" @ |
%A1 - [ “ONE” @ |
%A [*NO’” @ e

$$

Listing 3: Macroinstruction V calls macroinstructions 8, W, F, and N to print
one verse of a song, and then calls itself recursively to print the next verse.
The number of verses is limited to nine, but the interpreter is quite easily
modified to enable the program to print more verses.

""TOWERS OF HANOIIHOW MANY DISKS?'' D? =
D. [ #H,D.,”LEFT","’RIGHT"","”"CENTER"’; ]

$H %A [ #H, %A1 —, %8B, %D, %C;
“MOVE “ %8 " TO ** %C '"1"*
#H, %A1 —, %D, %C, %8; ] @

$$

Listing 4: The famous Towers of Hanoi problem. The program prints a list
of the moves required to solve the problem for a specified number of rings.

"’BUBBLE SORT!"" #P,A;

$P "HOW MANY NUMBERS?" N?=N.26 - [ “TOO MANY!” @1
""ENTER ““ N.!"* NUMBERS!” NN.1- =
#F,M,ON., %AM . +? =;
“INPUT ARRAY!” #F,M,O,N.,%AM . + .1 """, 1™

#B,%A,0,N.;
“SORTED ARRAY!” #F M,ON., %AM . + .1, “I"” @
$B #F,1,%B1 +,%C,
#F,J,%C,1.,
%AJ .1~ +. BAJ. +. —
[ #E,%AJ . +,%AJ.1—+;]1;,; @

$F %BA%B = %BC%A. -1+
[({ %CBA. -1 +1 %D %BA%A.1+=) @]
{ %A .%C—-1+1 %D %A%A.1-=)@

$E %A %B. %B %A. = = @

$$
Listing 5: This is the most elaborate Mouse program presented in this article.
The main program contains one macro call (#P A;) only, and so all 26 vari-

ables at the lowest level can be used to store an array. The program sorts
the array using the bubble sort algorithm, and then prints it.
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The last program, shown in listing 5, is
the most elaborate. It reads an array, prints
it, sorts it into ascending sequence, and
prints the sorted array. The main program
prints the title and then calls macroinstruc-
tion P to do everything else. The address of
A is given to P, and since no variables are
used in the main program, all 26 compo-
nents of array A can be used to store the
input data. Thus, the program can sort up
to 26 numbers. The program makes
extensive use of macroinstruction F, which
simulates a for statement. The effect of a
call to F is:

for %A := %B to %C do %D

if %B > %C then the index variable %A will
be decremented rather than incremented.
Macroinstruction E is the exchange macro-
instruction introduced earlier. Macroinstruc-
tion B does the actual sorting in two nested
loops, using the bubble sort algorithm.

Implementation

The Mouse interpreter is presented in
listing 6 in the form of a Pascal program. it
is not intended, however, that Mouse should
be implemented by that program. Listing 6
is intended to be a machine independent
guide to the implementation of Mouse in
assembly or machine language. Accordingly,
the explanation which follows contains hints
as to how the Pascal statements can be trans-
lated into machine language. Numbers in
parentheses refer to line numbers in listing 6.
Some explanation of the meaning of the
Pascal statements is given here. (If you need
more, consult either Jensen and Wirth (refer-
ence 3) or my book (reference 4)).

The program starts with a heading (1).
This line merely states that the program is
called Mouse and that it uses two files,
INPUT and OUTPUT. Lines 12 thru 18
declare the global variables of the program.
Global variables can be used anywhere in a
Pascal program, even in subroutines. The
first five declarations (12 thru 16) define
arrays. PROG is an array of 500 characters
used to store the text of the Mouse program.
The components of PROG are written
PROG[1], PROG[2]. . .PROG[500]. DEFI-
NITIONS is an array of 26 integers. Each
nonzero component of DEFINITIONS
forms an index for the start of a macro
definition in the array PROG. The array
CALSTACK is the stack used for calcula-
tions. The array STACK is the main stack,
used to store the status of the program
during the expansion of a macro call, a
formal parameter, or a loop. Each compo-
nent of STACK is a variable of type



FRAMETYPE. This type is defined in lines
5 thru 9. A FRAMETYPE variable has three
components: TAG, POS, and OFF. A TAG
has one of three values: MACRO, PARAM,
or LOOP; these values can be coded as 0,
1, 2, or —1, 0, +1. POS and OFF are both
integers. The most convenient way to repre-
sent STACK is as a block of 20 units, each
unit having three words. Within a unit, the
word required is addressed by its offset: 0
for TAG, 1 for POS, and 2 for OFF. For
example, the address STACK [N].OFF (the
address of component OFF of the Nth unit)
is STACK+3*(N—1)+2. Finally, the array
DATA is used to store the values of both
local and global variables of the Mouse
program. The sizes of the arrays are
adequate for simple Mouse programs,
including all programs in this article. The
choice of array sizes is discussed below
in greater detail.

Lines 17 and 18 declare giobal scalar
variables. CAL is a pointer to CALSTACK;
it is an index for the next free stack word.
LEVEL performs the same function for
STACK, the main stack. CHPOS is a pointer
to the array PROG; it indexes the character
currently being processed. The current
character itself is stored in CH. Assuming
that a single byte is used to store a character,
and two bytes are used to store an integer,
global data for the interpreter occupies
1248 bytes of memory.

Lines 20 thru 84 define the subroutines
used by the interpreter. The function NUM
(20 thru 23) maps letters into integers. The
Pascal function ORD means simply ordinal
value of. The ordinal value of a character is
its ASCII (or other) code. For example, if
the code for A is 65, then ORD(*A’) = 65.
Thus, NUM(‘A’} = 1, NUM(‘'B’) =2, and so
on. The interpreter assumes that the letters
have consecutive codes, and hence that
NUM(‘Z’) = 26. The function VAL performs
a similar task for digits. VAL(‘0’) = 0, VAL
(‘1") = 1, and so on. In machine language,
these functions can be implemented by a
single instruction which subtracts the appro-
priate constant from the character value.
The procedure GETCHAR (30 thru 33)
increments the character pointer CHPOS
and sets CH to the next character in the
array PROG. The Mouse program is accessed
by means of this procedure only.

PUSHCAL (35 thru 38) and POPCAL (40
thru 43) are used to store and remove values
from the calculation stack CALSTACK. The
parameter of PUSHCAL is the value which is
to be pushed onto the stack. The value
returned by POPCAL is the value removed
from the stack. In a machine language imple-
mentation, these values can be passed in a
register. PUSH (45 thru 51) and POP (53

Listing 6: The Mouse interpreter expressed as a Pascal program.

1 program MOUSE (input,output);
2
3 type
4 TAGTYPE = (MACRO,PARAM,LOOP);
5 FRAMETYPE =
6 record
7 TAG : TAGTYPE;
8 POS,OFF : integer
9 end;
10
11 var
12 PROG : array [ 1..500 | of char;
13 DEFINITIONS : array { 1..26 ] of integer;
14 CALSTACK : array [ 1..20 ] of integer;
15 STACK :array [ 1..20 ] of FRAMETYPE;
16 DATA array [ 1..260 | of integer;
17 CAL, CHPOS, LEVEL OF| FSET PARNUM, PARBAL, TEMP : integer;
18 CH : char;
19
20 function NUM (CH : char) : integer;
21 begin
22 NUM : = ord{CH) — ord('A’) + 1
23 end;
24
25 function VAL (CH : char) : integer;
26 begin
27 VAL : = ord{CH) — ord(’O’)
28 end;
29
30 procedure GETCHAR;
31 begin
32 CHPOS := CHPOS + 1; CH : = PROGICHPOS]
33 end;
34
35 procedure PUSHCAL (DATUM : integer);
36 begin
37 CAL : = CAL + 1; CALSTACKI|CAL] : = DATUM
38 end;
39
40 function POPCAL : integer;
41 begin
42 POPCAL : = CALSTACKICAL]); CAL := CAL =1
43 end;
44
45 procedure PUSH (TAGVAL : TAGTYPE);
46 begin
47 LEVEL : = LEVEL + 1;
48 STACKILEVEL].TAG := TAGVAL;
49 STACKILEVEL].POS := CHPOS;
50 STACKILEVEL].OFF := OFFSET
51 end;
52
53 procedure POP;
54 begin
55 CHPOS : = STACKILEVEL).POS;
56 OFFSET : = STACKILEVEL].OFF;
57 LEVEL := LEVEL - 1
58 end;
59
60 procedure SKIP (LCH, RCH : char);
61 var CNT : integer;
62 begin
63 CNT : =
64 repeat
65 GETCHAR,;
66 if CH = LCH
67 then CNT : = CNT + 1
68 else if CH = RCH
69 then CNT : = CNT - 1
70 until CNT = 0
71 end;
72
73 procedure LOAD;
74 var THIS, LAST : char; CHARNUM : integer;
75 begin
76 for CHARNUM := 1 to 26 do DEFINlTIONS[CHARNUM]
77 CHARNUM : O THIS :
78 repeat
79 LAST : = THIS; read(THIS);
80 CHARNUM : = CHARNUM + 1; PROGICHARNUM] : = THIS;
81 if (THISin[ ‘A’. .‘Z' ] ) and (LAST ='$")
82 then DEFINITIONS[NUM(THIS)] = CHARNUM

Listing 6 continued on page 210
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Listing 6 continued from page 209:
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until (THIS = ‘$’) and {LAST = *$’)

end;
begin
LOAD;
CHPOS := O; LEVEL := O; OFFSET : = 0; CAL : = O;
repeat
GETCHAR,;
case CH of
I URTIES
‘0°,°1','2",'3" 4" '5" '6" ' 7" '8",'9" :
begin
TEMP : = O;
while CHin [ '0’. .’9' ] do

begin

TEMP := 10 * TEMP + VAL(CH); GETCHAR
end;
PUSHCAL(TEMP); CHPOS : = CHPOS - 1

end;

ALBLCDELEL G HL LKL LMY
N0 PR RS T VWL XYL 2
PUSHCAL(NUM(CH) + OFFSET);

begin
read(TEMP); PUSHCAL(TEMP)
end;

‘1" write(POPCAL : 1);

'+’ : PUSHCAL(POPCAL + POPCAL});
‘—' : PUSHCAL(-POPCAL + POPCAL);
‘*’ ¢ PUSHCAL(POPCAL * POPCAL);

‘I’ : begin
TEMP : = POPCAL;
PUSHCAL(POPCAL div TEMP)
end;

‘." : PUSHCAL(DATA[POPCALI);

=" : begin
TEMP : = POPCAL;
DATAI[POPCAL] : = TEMP
end;
‘"' repeat
GETCHAR;
ifCH ="'V
then writeln
else if CH # "’
then write(CH)
untiilCH = **";

‘I . if POPCAL = O then SKIP(‘'[’,']);
‘" : PUSHI(LOOP);
‘'t : if POPCAL < O
then
begin
POP; SKIP{‘{","})")
end;

‘)’ : CHPOS := STACKI[LEVEL].POS;

‘#' . begin
GETCHAR;
if DEFINITIONSINUM(CH)] > O
then
begin
PUSH(MACRO);
CHPOS : = DEFINITIONS[NUM(CH)I;
OFFSET : = OFFSET + 26
end;
else SKIP{'#',";")
end;

Listing 6 continued on page 212
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thru 58) perform similar functions for the
main stack, but they are more complicated
because each stack entry has three words.
The data placed on the stack by PUSH con-
sists of the parameter, TAGVAL, and the
values of the two global variables, CHPOS
and OFFSET. The procedure POP restores
the values of CHPOS and OFFSET but
ignores the stacked value of TAG.

The procedure SKIP (60 thru 71) is used
to skip over nested pairs of characters. For
example, SKIP([%,']") is used to skip over
conditional clauses. SKIP uses a local vari-
able CNT to count occurrences of left and
right brackets so that it can correctly skip
over sequences such as:

(ool ]en]

On entry, SKIP assumes that the first
character, [, in the example, has been
read, so CNT is initially set to 1. Subse-
quently, [ increments CNT and ] decrements
CNT. The procedure terminates when CNT
= 0. This procedure is used for skipping
over[...],(...),and #. . ...

The procedure LOAD (73 thru 84) has
two functions: it reads the program from the
input file into the array PROG, one charac-
ter at a time; and it stores pointers to macro
definitions in the array DEFINITIONS. It
uses local variables THIS, LAST, and
CHARNUM (74), and it initializes all com-
ponents of the array DEFINITIONS to zero
(76), so that the interpreter can later recog-
nize a call to an undefined macro. LOAD
recognizes a macro definition by the se-
quence $<letter> and the end of the pro-
gram by the sequence $§.

In this version of the interpreter, both
the Mouse program and its input data are
read from the system input file. If you
have auxiliary storage, such as disks or
cassette tapes, it is probably better to
store the Mouse program there. If you use
disks or tapes, READ(THIS) on line 79
will call a procedure that reads one charac-
ter from the chosen device. It is much
easier to develop a Mouse program if it
is stored on an external medium where
it can be attacked with a text editor,
rather than keying it directly into mem-
ory. Alternately, if you have room in mem-
ory, you can elaborate the procedure LOAD
into a Mouse editor, rather than using it
simply as a loader.

The main program begins at line 86.
Initialization consists of loading the pro-
gram (87) and setting various global variables
to zero (88). The rest of the interpreter
consists of a single repeat statement (89 thru
197). The body of the repeat statement
contains two statements: GETCHAR (90),
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coded using the subroutines PUSHCAL and
POPCAL. They can be coded more efficient-
ly without these subroutines. For example,
the action required for division can be

written:
CAL :=CAL — 1;
CALSTACK|[CAL] := CALSTACK[CAL]
div CALSTACK|[CAL+1]

The advantage of using the subroutines
PUSHCAL and POPCAL is that they can
check for stack underflow (CAL < 0 in
POPCAL) and stack overflow (CAL > 20 in
PUSHCAL), although these checks are not
shown in this listing.

When the double quote character *‘ is
encountered, the interpreter prints successive
characters up to, but not including, the next
quote character (133 thru 139). The Pascal
procedure WRITELN writes a carriage return/
line feed to the output file, and WRITE(CH)
writes the single character CH.

The left bracket [ introduces a condi-
tional clause. The value on top of the stack
is removed and examined. If it is positive
and nonzero, no action is taken, and the
interpreter proceeds to execute the bracketed
clause. If the value on the stack is zero or
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negative, the interpreter skips to the matching
right bracket ]. The use of the procedure
SKIP enables the interpreter to process
nested conditions correctly.

Loops are implemented by lines 143 thru
151. The effect of the left parenthesis ( is
simply to push a stack frame of type LOOP
onto the main stack. This stores the current
value of CHPOS on the stack. (It also stores
the current value of OFFSET, but OFFSET
is not used for loops.) When the interpreter
encounters the up arrow symbol (1), it
removes and examines the value on top of
the calculation stack. If this value is positive
and nonzero, there is nothing to do, but if it
is zero or negative, the interpreter must exit
from the loop. It does this in two steps
(148). First, the main stack is popped. This
restores the value of CHPOS, which now
points to the left parenthesis ( at the be-
ginning of the loop. Then the procedure
SKIP is used to skip over the body of the
loop and leave CHPOS pointing to the
closing right parenthesis ). This is a slightly
inefficient method of terminating the loop,
because the entire body of the loop is skip-
ped, rather than just the section from * to ).
When the right parenthesis is encountered
during the execution of the loop, CHPOS
is set to the stacked value POS, which causes
the interpreter to jump back to the opening
parenthesis. The stack is used for loops to
allow loops to be nested.

The rest of the case statement, lines
153 thru 194, handles macro expansion
and parameter substitution. When the
interpreter encounters the character # (153),
it reads the character which follows. This
character should be a letter (154). If there
is a definition for the macroinstruction
(DEFINITIONS[NUM(CH}| > 0), the inter-
preter pushes a MACRO entry onto the
main stack (158) and assigns new values to
CHPOS (159) and OFFSET (160). CHPOS
now points to the first character of the
macro definition. The effect of adding
26 to OFFSET is to allocate 26 local var-
iables in the array DATA for the use of
the macro. The address of the local variable
A is NUM(‘A’)+OFFSET (sce line 107); in
the main program this is 1, in a macro-
instruction called from the main program it
is 27, and so on. If there is no definition for
the macroinstruction, the interpreter skips
to the semicolon which terminates the
call (162). The procedure SKIP must be used
to find the semicolon because the actual
parameters of the macro call may include
macro calls. The interpreter continues to
process the macro definition until it encoun-
ters an @, at which point it pops the main
stack (166). Popping the stack resets OFFSET
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at each level, by changing line 160 to
OFFSET := OFFSET + 10. Note that a
macroinstruction with no local variables
needs space in the array STACK but not in
the array DATA, so recursive macros such as
Sand T in listing 1, V in listing 3, and H in
listing 4, are limited only by the size of
the arrays STACK and CALSTACK.

Improving the Language

It is easy to add features to Mouse. A
random number generator is useful, particu-
larly for programming games. Probably the
simplest method is to use a unary operator
which multiplies the number on the top of
the calculation stack by a real random num-
ber R such that 0 < R < 1, truncates the
result, and increments it. If the character :
(colon) is used to denote the operator, then
6: would leave a simulated die throw on the
stack.

The most severe restriction of this partic-
ular version of Mouse is that it cannot
process character data. A more powerful
version of Mouse can be obtained by redefin-
ing 7 and !/ so that they read and write a
single character. The disadvantage is that
macroinstructions are then required to read
and print numbers — not a large price to pay
for the greater generality achieved.

It is quite easy to add a case construction
to the language. The following syntax is
suitable:

E<C,,C;...C,>
Each C; is a clause. When the interpreter
reads <, it performs the following actions:

® skip to the matching > and push a
CASE frame onto the main stack;

® return to <;

® if E > 1, then scan the clause list until
the (n—1)th comma is encountered,
otherwise pop the stack. If the charac-
ter > is encountered during this scan,
then E > n, and the case clause is
null or illegal.

The action for comma, which is already
defined to be POP, is correct. This construc-

tion will select and execute one of the
clauses C;,C,. . .C,, according to the value
of E. It is very easy to write a random sen-

tence generating program in a version of
Mouse to which a random number generator
and a case construction have been added.
The facilities for annotating Mouse pro-
grams are very limited. Strings in quotes may
be used in the main program outside loops.
These serve as comments to the program
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Data Transfer Group

Flags affected Registers

Z S P CYAC affected Bytes Op code Operands Meaning Action
r2 1 MOV r2,r1 Move register r1 to register r2 r2+<ri
r 2 MVI r, data Move immediate data r < data
rp 3 LXI rp, datal6 Load register pair immediate rp < datal6
A 3 LDA addr Load accumulator direct A < (addr)
3 STA addr Store accumulator direct (addr) < A
HL 3 LHLD addr Load HL direct HL « {addr)
3 SHLD addr Store HL direct {addr) < HL
A 1 LDAX rp* Load A indirect A < (rp)
1 STAX rp* Store A indirect (rp) < A
HL, DE 1 XCHG Exchange HL with DE HL < DE *B or D only

Arithmetic Group

NEVENEVENV A F 1 ADD r Add register A—A+r
VvV VIV OAF 2  ADI data Add immediate A< A +data
NEVEVEVEN, A, F 1 ADC r Add register with carry A<A+r+CY
VvV OAF 2  ACI data Add immediate with carry A<« A +data+CY
NEVEVANAN) A, F 1 sus r Subtract register A—A—r
NIV RV VAR W 2 sul data Subtract immediate A< A —data
NEVENENEN A, F 1 SBB r Subtract register with borrow A«A—-r—-CY
VvV VAV OAF 2  SBI data Subtract immediate with borrow A « A — data — CY
NN VAR r, F 1 INR r Increment register rer+1
Vvyvooov r, F 1 DCR r Decrement register rer—1*
rp 1 INX rp Increment register pair rp—rp+1 *binary subtraction
p 1 DCX p Decrement register pair rpe—rp—1*
N4 HL, CY 1 DAD p Add register pair to HL HL <« HL +rp
NEVENENEV A, F 1 DAA Decimal adjust accumulator The 8 bit number in A is adjusted
to form two 4 bit BCD digits.
TERMINALS NEW!
VTS 779 Line Printer Timer
FULL OWNERSHIP AND LEASE PLANS .
PURCHASE PER MONTH Works with TRS-80° and
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Logical Group

Flags affected Registers
Z S P CYAC affected Bytes Opcode Operands Meaning Action
Vv voJ A, F 1 ANA r AND register A—AAT
NEVENVA RN A F 2 ANI data AND immediate A< A Adata
NN/ \/ 00 A, F 1 XRA r Exclusive —OR register A—AMT
NEVENA I A, F 2 XRI data Exclusive —OR immediate A < A% data
vVvJoo A F 1 ORA r OR register A<AVr
NAVEVA N A, F 2 ORI data OR immediate A< AV data
) (Z=1if A=r)
NEVENENEN/ F 1 CMP r Compare register A— (CY = 1if A<r)
(Z=1if A=data)
Pl i i -
VVAVAVY F 2 c data Compare immediate A — data (CY = 1if A < data)
v A, CY 1 RLC Rotate left A1 AAg—A; CYA,
N4 A,CY 1 RRC Rotate right A=A AAGCYA,
\/ A, CY 1 RAL Rotate left through carry An+1 ‘—An,CY‘—A7,AO<'CY
N A, CY 1 RAR Rotate right through carry A A 1. CY—AGA,—CY
A 1 CMA Complement accumulator A<A
N CcY 1 CMC Complement carry CY «<CY
1 cYy 1 STC Set carry CY <1
Branch Group
Flags affected Registers
Z S P CYAC affected Bytes Op code Operands Meaning Action
PC 3 JMP addr Jump PC « addr
PC 3 Jec addr Conditional jump PC « addr (if cc true)
PC, SP 3 CALL addr Cali —(SP) « PC, PC « addr
PC, SP 3 Ccc addr Conditional call —(SP) « PC, PC — addr (if cc
true)
PC, SP i RET Return PC « (SP)+
PC, SP 1 Rec Conditional return PC « (SP)+ (if cc true)
PC, SP 1 RST n Restart —{SP) < PC, PC « 8n
PC 1 PCHL Jump HL indirect PC < HL
Stack, 1/0, and Machine Control Group
Flags affected Registers
Z S P CY AC affected Bytes Op code Operands Meaning Action
SP 1 PUSH p* Push register pair —(SP) < rp
SP 1 PUSH PSW Push processor status word —(SP) « A, F
SP, rp 1 POP rp* Pop register pair rp < (SP)+
NEVEVENEV/ SP,A,F 1 POP PSW Pop processor status word A, F«— (SP)+
HL 1 XTHL Exchange stack top with HL HL «— (SP)
SP 1 SPHL Move HL to SP SP «— HL
A 2 IN pp Input A < (pp)

2 ouT pp Output (pp) < A

1 El Enable interrupts Enable interrupts after execu-
tion of next instruction.

1 DI Disable interrupts Disable interrupts after execu-
tion of this instruction.

1 HLT Halt Stop the processor {may be
started again only by interrupt
or hardware restart).

1 NOP No Operation No operation is performed.

* B, D,or Honly
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Subroutine Parameters

W D Maurer

University Library Bldg
Room 634

George Washington University
Washington DC 20052

If you've written computer programs in
any language, you must be aware by now
what a subroutine is, although you might
not have written any. The basic concept of a
subroutine is present in all computer lan-
guages, although every language implements
it a bit differently from the others. [n sys-
tems based on the 8080, the 8085, or the
Z-80, you write CALL SUB to call the sub-
routine called SUB. On the 6800 and the
6502, it's JSR SUB, while in BASIC it’s
GOSUB a where the first statement of the
subroutine SUB is on line number a. But re-
gardless of the language, the concept is the
same: you have something in your program
that you want to do more than once. It may
be looking up an element in a table; it may
be printing out a list; it may be making an
access to a data structure; but whatever it is,
you need it at various times in your pro-
gram. You don’t want to have to write out
the same instructions over again every time
you need that particular job to be done, be-
cause this is wasteful of memory space. So,
therefore, you group together the instruc-
tions that do this job into a subroutine, and
then, at any point that you want the job to
be done, you put in an instruction to ca// the
subroutine. When the subroutine is finished,
it returns to the point immediately following
the place where it was called; and this is also
done differently in different programming
languages — one writes RETURN in BASIC,
RET for the 8080 and Z-80, and RTS (re-
turn from subroutine) for the 6800 and
6502.

All this is fine if the job you want to do
repeatedly is exactly the same every time
you want to do it. But, in practice, this is
usually not the case. For example, if you are
looking up an element in a table, you are
probably looking up a different element
each time. If you are multiplying two 16 bit
gquantities — a very common subject for a
small system subroutine — the quantities
you are multiplying are probably not the
same from one multiplication to the next,

and the result is also probably not the same
variable. This is true even though the logic
of multiplication does stay the same. It is
this that has led to the idea of subroutine
parameters, the subject of this article.

Parameters

In applied mathematics, there is a con-
cept of parameter which will be familiar to
those small system users who have back-
grounds in engineering or physical science.
Consider, for example, the graph of a func-
tion. You are usually expressing y in terms
of x, but if you are constructing the graph of
a circle, it is sometimes more useful to intro-
duce another variable 8 to represent the
angle, and then to express both x and y in
terms of 8. The variable 8, in this context, is
called a parameter. In computer program-
ming, however, whether on large systems or
small ones, the word ‘“‘parameter’” has a
more general meaning, and one which does
not require any knowledge of applied math-
ematics; it is simply any variable which is
used by a subroutine, and which is supplied
to that subroutine by the program that calls
it.

Parameters of subroutines are related to
arguments (sometimes also called parameters
or formal parameters) of functions. If you
have a function f{t) or gfa, b) or h(x, y, z),
then ¢, a, b, x, y, and z are the arguments.
On a computer, the value of a function is
computed by a subroutine, and this must be
considered as one special kind of subroutine.
Some fanguages allow you to use functional
notation for functions; thus A(x, y, z) might
be FNH(X, Y, Z) in BASIC, for example
(provided that the definition of # was simple
enough). In assembly [anguage, however, one
generally uses the same instructions (CALL,
JSR, or whatever), whether one is calling a
subroutine to calculate the value of a func-
tion, or a more general subroutine.

Those who work with big computers have
laid out a considerable amount of terminol-
ogy dealing with parameters and how they
are supplied, or passed, to a subroutine by
the program that calls it (and sometimes vice
versa). One of the purposes of this article is
to lay out this terminology for the small sys-
tem user so that he or she will not have to
reinvent the wheel. It should be emphasized
that, for a long time, mathematicians be-



lieved that there ought to be a single concept
of parameter that would work well in all sit-
uations. Gradually we have come to realize
that there are at least four, and probably a
good deal more, reasonable implementations
of parameter passing. These will be detailed
in what follows.

Two Examples

To illustrate why the concept of para-
meter differs from one situation to another,
let us consider two simple subroutines: an
output subroutine and a multiplication sub-
routine. The output subroutine will be called
OUTPUT(X), and its job will be to output
the character X. The multiplication subrou-
tine will be called MULT16(l, }, N}, and its
job will be to multiply the two 16 bit quan-
tities 1 and ], producing the result N. The
problem we are to solve is how to call OUT-
PUT(Z), OUTPUT(Q), and so on, for various
characters we wish to output, and similarly
MULTI16(A, B, C}, MULT16(U, V, W), and
so on, for various multiplications we wish to
perform.

Consider first the case of the output sub-
routine. Suppose that in this subroutine
there is a variable called X. In order to out-
put Z, for example, we move Z to X just be-
fore calling OUTPUT. The same sort of thing
will work for Q, or any other character we
wish to output. This method of passing para-
meters is known as call by value. [t may be
defined more formally as follows. Suppose
we have a subroutine such as OUTPUT(X),
where X stands for any parameter, such as Z
or Q, that might actually be supplied. Here Z
and Q are called the gctual parameters, and
X is called the formal parameter. Then call
by value consists of:

1. Moving the value of the actual para-
meter to the formal parameter. (If
there is more than one formal para-
meter — as in the case of a function
h(x, y, z)— then they must all be
moved.)

2. Calling the subroutine.

In assembly language it is very common
for X, in a situation such as the above, to be
a register. Then all we have to do is to load
the register before we call the subroutine;
the subroutine assumes that Z, or Q, or
whatever stands for X, is in that register. (On
the 8080, the Z-80, the 6800, and the 6502,
the most common register used for this pur-
pose is the A register, although ISIS, the
operating system for the Intellec, which is an
8080 based system, uses the C register.)

If we now look at MULT16, however, we
can see without too much trouble that call

by value doesn’t work. Let us see why not
by laying out a specific example. Suppose
we are calling MULT16(U, V, W), where
MULT16 has been defined as a subroutine
with parameters [, J, and N, Thatis, I, ], and
N are the formal parameters, while U, V, and
W are the actual parameters. To use call by
value, we would first have to move the
values of U, V, and W into I, }, and N. That
is, U would be moved to I; V would be
moved to |; and W would be moved to N.
Now we would call the subroutine; and the
subroutine, we are assuming, multiplies the
16 bit quantities | and | and sets N equal to
the result.

What is wrong with this? Since we were
calling MULT16(U, V, W), what we presum-
ably wanted was to multiply the two 16 bit
numbers U and V, and set W equal to the re-
sult. It is not too hard to see that we did,
actually, multiply U by V, because we set |
equal to U, and ] equal to V, and then we
multiplied | by ]. But what happens to W?
We set N equal to the result of multiplying
U by V; but we didn't set W equal to any-
thing. {We also, earlier, set N equal to W —
an unneeded and useless operation.) The
general situation here is that whenever we
have a formal parameter that is set to some
new value by a subroutine, call by value will
not work; the formal parameter will not be
set to the new value (or to any new value).

Because of this, people who work with
big computers came up with three alterna-
tive methods of passing parameters. The
first of these is known as call by value and
result (or sometimes, informally, as “‘copy-
restore”’). The second is known as call by
reference (or sometimes ‘‘call by address’ or
“call by location’). The third is known as
call by name. We shall take up each of these
in turn,

Call by Value and Result

Call by value and result is a rather
straightforward way of fixing the bug in call
by value that should be evident from the
preceding discussion. In fact, what we
wanted to do in our MULT16 subroutine
was as follows:

1. Set | equal to U and ] equal to V.

2. Call the subroutine (which multiplies |
by |, giving N).

3. Set W equal to N,

In other words, there are two parameter-
passing operations — one just before the sub-
routine starts, the second one after it ends —
and one is the reverse of the other. In the
first operation, we move actual parameters
to formal parameters. In the second opera-
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tion, we move formal parameters to actual
parameters. The parameters we move the
first time are the ones that are used by the
subroutine; the parameters we move the sec-
ond time are the ones that are set by the
subroutine.

But how can we tell which parameters are
used and which ones are set? It won’t always
be the case that the first two are used and
the last one is set (if there are three alto-
gether). They might all be used, or two of
them might be set, or any number of possi-
ble combinations. Again, there is more than
one reasonable solution to this problem.

The solution chosen by the designers of a
number of computer languages in wide-
spread use by the American military estab-
lishment (NELIAC, JOVIAL, CMS-2) was to
build the distinction between used and re-
turned parameters into the syntax of the lan-
guage. In other words, when you call a sub-
routine in any one of these languages, you
would have to specify, in some way, which
of these you intended to be used and which
you intended to be returned. (JOVIAL, for
example, uses a semicolon; we would speak
of MULT16(U, V; W), for example, where
the semicolon separates the used parameters
U and V from the returned parameter W.)
This certainly solves the problem, although
only if you are going to use call by value and
result, at the cost of making life a trifle more
complicated for those who don’t want to
have to worry about how parameters are
passed.

The other solution, chosen by IBM, is to
regard a// parameters as both used and re-
turned at all times. This may seem a bit
wasteful, but in fact, compared to call by
reference (to be described below), it is more
efficient, most of the time. It does, however,
lead to some strange and unusual results, the
most famous of which may be illustrated as
follows. Suppose we have a subroutine
D(X, Y), where X and Y are the formal para-
meters, and suppose that this sets X to zero
and does not change Y. Now suppose that
we call D(L,L). Of course, we would like
this to set L equal to zero. But see what
happens:

1. Since X and Y are treated as both used
and returned, our first step is to set X equal
to L and Y equal to L.

2. Now we call the subroutine, which sets
X equal to zero and does not change VY.

3. Finally, we return the actual para-
meters. First we return X by setting L equal
to X. Since X is now zero, this will set L
equal to zero, which is exactly what we
wanted. But now we return Y by setting L
equal to Y. Since Y is still the original value
of L, this will undo the previous result, and

the final outcome will be that L is the same
after calling D as it was beforehand!

The behavior illustrated above can be
avoided simply by setting L1 equal to L and
then calling D(L, L1), rather than D(L, L).
In general, when using call by value and re-
sult, with all parameters used and returned,
one should never use two actual parameters
which are the same. The problem above
actually happened to a student of this
author, who wrote a big FORTRAN pro-
gram that ran on the CDC 6400, a computer
using call by reference — to be described be-
low — but mysteriously failed to run on the
IBM 360, a computer using call by value and
result, Many hours of analysis traced the bug
to a subroutine call like D{L, L) above.

Call by Reference

Call by reference, historically, preceded
call by value and result, although it was not
known by that name at that time. The idea
of call by reference is to give the subroutine
the addresses of its parameters, rather than
their values. Then, when the subroutine
either uses or sets one of its formal para-
meters, it does so by making a reference to
that address. Let us see how this would work
on a small system:

1. On the 8080, you can load the HL reg-
ister pair with the address of the parameter
a with the instruction LXI H, « just before
calling the subroutine. Then, in the subrou-
tine, if you need to load this parameter into
any register r, you can use MOV r,M; if you
need to operate on it arithmetically, you can
use ADD M, SUB M, ANA M, and the like; if
you need to set it to a new value which is
now in register r, you can use MOV M. If
you need the HL register pair for other pur-
poses in your routine, you can do an XCHG
if you don't need the DE register pair, or
you can PUSH H while you use HL and POP
H afterward. If there are two parameters,
you can load one into HL with LXI H, a as
before, and load the other one into BC or
DE. If there are several parameters, you can
push their addresses onto the stack before
calling the subroutine, and pop them back
within the subroutine.

2. On the 6800, you can load the X regis-
ter with the address of the parameter o with
the instruction LDX # a (where the # speci-
fies an immediate addressing instruction)
just before calling the subroutine. You can
now use indexed addressing instructions to
manipulate the parameter by loading it
(LDAA 0,X or LDAB 0,X), storing it (STAA
0,X or STAB 0,X), or performing arithmetic
operations such as ADDA 0,X or ANDB 0,X.



If there is more than one parameter, you can
move the addresses of all the actual para-
meters to fixed locations within the subrou-
tine before calling it. The subroutine can
then load each of these into the X register
when needed, after which any of the in-
dexed instructions discussed above may be
used.

3. On the 6502, there is a general method
involving loading the X register, just before
calling the subroutine, with the address of a
table of addresses of actual parameters. That
is, we execute LDX #a where we have
written (in page zero):

o DFB U MOD 256
DFB u/256
DFB V MOD 256
DFB V/256
DFB W MOD 256
DFB W/256

for example, defining a byte for the low
order address and then for the high order
address of each of the parameters U, V, and
W. One can then make reference to the
actual parameters by indexed indirect ad-
dressing: LDA (0,X) for U, LDA (2,X) for
V, and LDA (4,X) for W. This is perfectly
general, since LDA (load) can be replaced by
STA (store), ADC (add with carry), CMP
{compare), AND, and so on.

4. On the Z-80, you can (as always)
mimic the 8080, or you can use registers | X
and 1Y to contain the addresses of para-
meters.

An additional advantage of call by refer-
ence is that it allows you to have, as a para-
meter, the name of an array. For example,
you might be writing a subroutine to com-
pare two character strings to see if they are
the same. There would be two parameters,
namely the two character strings. If you
used call by value, you would have to move
these entire strings into new locations just
before calling the subroutine. This would be
wasteful of both time and space, and is, in
fact, never done; even systems that use call
by value or call by value and result, if they
allow array names as parameters, use call by
reference (or call by name, to be discussed
below) for these. Thus you would only be
passing, from the program to the subroutine,
the two string starting addresses; that is, for
each string, the address of its first byte.

One important source of confusion, when
call by reference is used, has to do with how
to return a parameter. A large number of
programmers try, when they are writing a
subroutine, to have it put its answer ‘‘some-
where’ and then furnish the main program
with the address of where that ‘‘somewhere”

is. This never works, because the main pro-
gram has no way of using that information.
[t is not up to the subroutine to tell the
main program where the information is to be
returned; it is up to the main program to tell
the subroutine where to return the informa-
tion, and then the subroutine must return
the information to that point, In particular,
the subroutine will never be right if it re-
turns a parameter to a fixed location. When
writing a subroutine, if call by reference is
used, it should be remembered that this sub-
routine can be called more than once, with
different actual parameters each time, and
therefore, when it changes the value of one
of its actual parameters, that change must be
made by storing this new value in an /indexed
location — where the index is normally the
HL register pair on the 8080, the X register
on the 6800 and 6502, and (possibly) the X
or IY register on the Z-80.

Call by reference is, in general, more in-
efficient than call by value and result, partic-
ularly if we make reference to a parameter
inside a loop. One technique that has been
tried on big computers, and works rather
well for subroutines that take large amounts
of time, is address modification. This in-
volves storing the addresses which are passed
as parameters directly into the instructions
that use them. Unfortunately, this technique
is inappropriate in most microcomputer sys-
tems, where the instructions are in read only
memory and thus cannot be modified as the
program is running. It should also be men-
tioned that on some systems which use
both call by reference and call by value and
result, the second of these is implemented
as a special case of the first. That is, it is
always the addresses, or references, that
are passed (so that there is only one kind of
standard subroutine protocol rather than
two), but, whenever call by value and result
is to be used, the subroltine — rather than
the main program -- performs the setting of
formal parameters to actual parameter values
and vice versa.

Call by Name

This brings us, finally, to call by name —
the easiest to define, and yet the hardest to
understand, of the better known parameter
passing methods. For years, call by name
was a pons asinorum among big computer
software people; that is, the way of distin-
guishing the bright from the dumb, or the
“with-it”’  from the ‘‘not-with-it,”” was
whether you understood call by name.
Lately there has been a bit less interest in
call by name among practical computer
people, since, although it was used in
ALGOL 60, one of the first big computer
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languages (in both senses — big [computer
languages] and [big computer] languages), it
has not been used in most languages devel-
oped since then. But an understanding of it,
and of some of the problems that arise with
it, is still essential to the amateur as well as
the professional computer scientist,

Call by name is defined as follows. Sup-
pose | have a subroutine with a formal para-
meter X, Suppose | call this subroutine, with
actual parameter Y. Then call by name im-
plies that the subroutine is executed as if we
had gone through it and substituted Y for
every occurrence of X.

There is one important proviso to the
above, which may be illustrated as follows.
Suppose that in the subroutine we have
A = B-X. Suppose now that the actual para-
meter is not Y, but rather U+V. (It is quite
permissible to call SUB(U+V), for example,
where SUB is the name of a subroutine.)
Now we would like to proceed as if A = B-X
really means A = B-(U+V); but if we substi-
tute U+V for X, as in the above definition,
we obtain A = B-U+V, which is not quite the
same. Therefore we need to change the defi-
nition so as to specify the insertion of paren-
theses. On the other hand, it should also be
clear that we do not want to insert parenthe-
ses all the time. For example, the variable A
could have been the formal parameter,
rather than X. In this case, the actual para-
meter could not be U+V, because then
A=B-X  would be interpreted as
(U+V) = B-X, which makes no sense. But
suppose the actual parameter is Y, just as be-
fore; we still don’t want to write (Y) = B-X
(with parentheses) in BASIC or any other
algebraic language. Therefore the rule is that
the actual parameter is substituted for the
formal parameter, inserting parentheses
wherever syntactically possible (this is the
phrase used in the definition of ALGOL 60).

So long as the actual parameters are not
expressions like U+V (or like A(l), which
could be either a subscripted variable or a
reference to a function), call by name is al-
most identical to call by reference. There-
fore, in studying the differences between the
two, we have to look at the general rules for
handling actual parameters which are expres-
sions, These are that an actual parameter
cannot be an expression (other than a single
variable, either subscripted or not) when the
corresponding formal parameter is returned,
as we have illustrated above with the formal
parameter A and the actual parameter U+V;
and, of course, a formal parameter can never
be an expression.

Suppose now that in our subroutine we
have S =S+X, where X is a formal para-
meter, and the corresponding actual para-
meter is A(l). (This is a simplification of an

actual example given with the definition of
ALGOL 60.) Therefore S=S+X becomes
S =S+A(l). But now suppose that we want
to do this for =1 to 10. That would be,
presumably, a way of adding the numbers
A(1) through A(10), if S were originally set
to zero. If we use call by reference, however,
this won't work. In call by reference, the
address of the actual parameter — in this
case, the address of A(l) — would be given to
the subroutine. When the subroutine does
S =S5+X, it would get X from the location
which has that address. But that location is a
constant location — the location, in fact, of
A(l) where the variable | has whatever value
it had before the subroutine was called. This
means that we add X ten times, whatever X
is, and in this case we add the same value of
A(l) ten times, rather than adding A(1)
through A(10).

How would we implement call by name?
In the above case, when the subroutine does
S =S+X, it has to have a way of finding out
whether X will stand for a different variable
each time. Therefore it loads S and then calls
a subroutine to find the value of X, which it
then adds and stores the result in S. This
means that it is the address of the start of
this subroutine that is passed, rather than
the address of X itself as in call by reference.
(This is known as Jensen’s device, after a
programmer at Regnecentralen, or the
National Computer Center of Denmark, who
used it in implementing ALGOL 60.) We
should remark that there is another entirely
different way of implementing call by name,
which is to replace each ca/l to a subroutine,
separately, by the subroutine with the sub-
stitutions performed as discussed above. This
won't work for ALGOL 60, because it won’t
work, in general, for recursive subroutines,
and it also takes up quite a bit of space if the
subroutines are long.

Call by name is considerably less efficient
than the other methods we have discussed,
which is a big reason for its general decline.
Nevertheless, it has its own unexpected ad-
vantages. Let us consider a subroutine like
D(X, Y), which we discussed earlier, but this
time suppose that it simply wses X and does
not use Y, and let us call D(A, F(B)), where
F(B) is a reference to a function. Suppose
further that the calculation of F(B) (for
some reason) gets the computer into an end-
less loop. If we use call by name, then, since
we never use Y, we have no occasion to call
the subroutine that calculates Y — that is,
we never call F(B). If we use call by value,
however, the first thing we do is to set X
equal to A and Y equal to F(B). The result is
that we get into the endless loop, in this
case, if we use call by value, but not if we
use call by name. ®
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A “Tiny” Pascal
Source Creator

Thomas W Phillips MD
RD 1-551

Chenango Lake Rd
Norwich NY 13815

I would like to thank you for publishing
“A ‘Tiny’ Pascal Compiler” by Kin-Man
Chung and Herbert Yuen (September,
October and November 1978 BYTE). |
now have the compiler working without
problems on my 8080 system (Altair with
North Star Disk). It is a fascinating way
to learn about compilers and Pascal.

I am not sure how Mr Chung and Mr
Yuen create their Pascal source programs;
however, listing 1 shows my method of
creating the Pascal source. Editing is easy
with North Star BASIC.

Listing 1

100 DATA ! CALCULATE SQUARE. ! *’

110 DATA “* VAR A,B:INTEGER; "’

120 DATA ‘* BEGIN **

130 DATA ** READ (B#);

140 DATA “ A:=B*B; "’

150 DATA ** WRITE (13,10); "

160 DATA ** WRITE (B#,” SQUARED IS ',
A#,13,10); "

170 DATA ** CALL (%0800} "

180 DATA “* END. **

190 DATA " "

200 DATA " XX '

210 DIM A$(100)

220 As$="""

230 OPEN #1,"A"

240 READ A$

250 IF A$ (1,2)=""XX'" THEN 290

260 WRITE #1,A% NOENDMARK

270 As="""

280 GOTO 240

290 CLOSE #1

300 CHAIN ““ PASCAL "’

READY

RUN

PASCAL & PASCAL 2
P-CODES STARTS AT 0000
0 5A

O ! CALCULATE SQUARE. !

O VAR A, B:INTEGER;
1 BEGIN

1 READ (B#); Listing 1 continued on page 232
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Rcopy
WITH YOUR LEVEL II TRS-80"

TRceopy is a cassette tape copying system that lets
you SEE what your computer is reading.

COPY ANY CASSETTE TAPE*™*

With the TRcopy system you can copy uny TRS-
80 Level II cassette tape whether it is coded in
Basic or in machine language. You can also copy
data created by programs and you can copy assem-
bler listings.

YOU CAN SEE THE DATA

As the tape is being loaded, you cun SEE the
actual data byte-for-byte from the beginning to the
end of the program. Up to 320 bytes are displayed
at one time. ASCIT characters are displuyed on the
first line and hexadecimul code is displayed on the
following two lines. Data is displayed exactly as it
is input including memory locations and check sums.

IDENTIFY PROGRAMS
With TReopy you cuan identify programs on cas-
sette tapes without written documentation because
you can SEE the filename. It you torget to lubel a
tape, you can use TReopy todisplay the tape contents
and identify the cassette,

VERIFY CASSETTE TAPES
With TReopy you can verify hoth the original tape
and the tape copies. You can make certain that your
machine reads the original tape correctly and that it
maukes byte-for-byte copies. TReopy also counts as
it reads giving you the exuct length of the data,

MAKE BACKUPS FOR YOUR PROGRAMS
Now you can make backup copies of your valuable
programs, Many times a cussette that you make will
load better than one that is muss produced, The
original cuan then be kept as a backup in case the
copy s damaged.

MAKE COPIES OF YOUR SOFTWARE
If vou are in the software business you cun use
TRcopy to muke tested copies of your programs for
sules distribution, TRcopy produces machine lun-
guuge tapes that are more efficient than those pro-
duced by the assembler itsell.

RECOVER FAULTY DATA

With TReopy you can experiment with the volume
and level controls and you can SEE what the computer
is reading--even if your computer will not read the
data through normal read instructions! In this way it
is possible to read and copy faulty tapes by adjusting
the volume control until you SEE that the data is
input properly.

SIMPLE — FASCINATING — FUN

TReopy is not only a practical utility program. It
is also a fascinating graphics program that lets you
SEE, for the first time, cassette data as your com-~
puler is reading it. And it’s us simple as 1-2-3,
Just Joud, verify and copy. You will now be able to
use cassette tapes with confidence knowing that
TReopy is there when you need it.

The TReupy system is u machine languuge program
with documentation explaining tupe leaders, sync
bytes, check sums and other formatting conventions.
With the TRcopy system, you c¢an SEE what vou ure
doing!

TRcopy System Including
Cassette Tope ond Documentatien

Orders accompanied by money order
or cashier's check moiled same doy.

Orders paid by other check shipped in 14 days. No COD's. Retura
within 10 doys for a full refund if you ore not sotisfied

N.D. Orders Add *TRS:80 is a trademark "*You cannot copy the

3% Sales Tox.  of the Tandy Corparation.  TRcopy cassette

ORDER FROM

Data/Print

DEPT.BT, BOX 903, FARGO, N.D. 58107

CALL RIGHT NOW!

Call 1-800-337-4144 anytime — 24 hours a day.
For calls from N.D., Hawaii or Alasko coll collect 1.701-237.0216

e C 3]l Toll-Free 24 Hours =

if you have a Master Charge or a Visa credit card, you can cali toll-free from
the neorest telephone and have your TRcopy system on its way to you today.

visA'

NOW USE TRCOPY WITH YOUR PRINTER
ORDER YOUR TRCOPY SYSTEM NOW!

Included at no extra cost — Now you can use the TRcopy system to output
tape data to o line printer or a quick printer. The date is printed exactly as
it is input from the tape including file names, memory locations and check

sums. A printed copy can be especially helpful in the analysis or recovery

of records contained in tape data files.

TOLL FREE
24
How
SAME DAY
SHIPMENT
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Circle 78 on inquiry card.

=
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Give the KIM Lhe abilitue to sense»
measure, and control the world around
1t with DAM SYSTEMS modules. Just slust
the KIMSET1 anto the KIM to set 16
channels ot analoa inrut.
termnals are rrovided for each channel
s0 wou can hook ur Joustickse
whatever arrrorriate sensors wou have.

Each of the 16 analog infutss in ﬂ—w
the ranse of 0 to 5.12 voltss is
converted to a decimal number between 0
(20 millivoils rer count).
Conversion time is 100 microsconds.

The K1MMOD
as well as a2 IAM SYSTEMS rort.

Softuare is erovided.

and 255

KIM ANALOG

Analog to Digital Conversion System for the KIM Computer

.

o ISk
PET INTERFACE ~ MODULE

-8

KM NTERFACE 5 ANALOC PuT

Screw

PrOlsy or
an}

- b TAS-60 uap
TRS-80 INTERFACE

NANUAL AND
13 01SPLAY MODULE

Frovides one user rort

T oo .
« MOD Yy w0
GPIR (IEEE-488) 5-23:
INTERFACE MODULE  INTERFACE MODULE

5%,

[ xoanom

EXPANOER
MODULE

INPUT (o)

- 16 ANALOG INPUTS - 8 BITS 100 MICROSEC

-

1-AIM181
sEnsons

« TEuPERATURE

«vELoCITY

« PResSURE

b 1-CABLE A24 - 24 INCH INTERCONNECT CABLE

KIM ADAPTER - 1 USER PORT

1- KIMM0D " 1 DAM SYSTEMS PORT

“pn
+ ACCELERATION . MANIFOLD MODULE - SCREW TERMINALS

1= MANMOD! FOR INPUTS, REFERENCE, GROUND
- LiGHT LEvEL

«FLuio vever
cetc

1-POW1 ~ POWER MODULE

KIMSET!a for 110 VAC $ 28BS
KIMSET1e for 230 VAC $295

Order direct ar contact your local computar store

CONNECTICUT microCOMPUTER, Inc.
150 POCONO ROAD
BROOKFIELD, CONNECTICUT 06804
TEL: (203) 775-9659 TWX: TLX: 7104560052

VISA AND M/C ACCEPTED - SEND ACCOUNT NUMBER, EXPIRATION DATE AND SIGN ORDER.
aDD $3 PER ORDER FOR SHIPPING A HANDLING - FOREIGN ORDERS ADD 10% FOR AIR POSTAGE

)

Listing 1 continued

from page 231:

4 A:=B*B;

8 WRITE (13,10);

12 WRITE (B#,"SQUARED I1S",A#,13,10);
34 CALL{%0800}

36 END.

PCODTR & PCODTR2

*** P-CODE TO 8080 TRANSLATION ***
PAS.LIB=1A00

P-CODE =0000

8080 OUTPUT =0800

STACK START ADDRESS = 8000

STACK END ADDRESS =A000

2 REFERENCES

2 ACTUAL LABELS

00809 090F 1218 1A 1D 20 26 2C 2F 35 38 3E 41
15 0847 4D 53 569 6F 65 6B 71 77 7D 83 89 8F 52 58
30 085B 61 64 6A 6D 73 76 79
O FORWARD REFERENCES
P-CODE.. 37 INSTRUCTIONS
8080.. 121 BYTES
P-CODE:8080 = .81756757

* END TRANSLATION *

READY

BYE

*LF PAS.LIB 1A00

*JPO80OO

21

1 SQUARED IS 1

22

2 SQUARED IS 4 &

Caterpillar

Flashcard

FOR PET, TRS 80, COMPUCOLOR.

computer. Includes DEMO PROGRAM, SOUND
COMPOSER (to create your own BASIC sound subroutines)
and instructions. Unit has volume control, earphone jack,
connectors. 1 year warranty. $29.95 for PET & TRS-80
Level Il. $39.95 For Compucolor Il (includes Diskette).

SOUNDWARE SOFTWARE FOR 8K PET!

Compatible with all CB-2 sound devices Features sound. super
graphics, instruction booklet. 90 day warranty

1. ACTION PACK—Breakthru (8 versions)/ Target /
2. THE CLASSICS—Checkers (8 versions) /

Backgammon/Piano Player
3. WORD FUN—speller (4 versions) /Scrambie/

$9.95 per pack. More sound programs coming: TRS-80

and Compucolor, too!

To Order: Send to CAP Electronics. Dept. B . 1884 Shulman Ave..
San Jose, CA 95124, or call (408) 371-4120. VISA /Master Charge
accepted. No charge for shipping when payment is included. Please
add 15% for C.0.D. Calif. residents add 6% tax.

Prices subject to change without notice

DEALER & DISTRIBUTOR INQUIRIES WELCOME

. ~ ‘
0 NG
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Circle 40 on inquiry card.

PROCCNSUL

4 COMPUTER STIMULATION CAME

A long time ago, in a galaxy far, far away, there was a planet . ..
This planet was very much like the Earth at the time of Julius Caesar:
A time of some technical abitity, but more a time of vaunting ambition;
a time of desiring not only to see the other side of the hill, but to
conquer it as well.

There are 210 provinces on the PROCONSUL world of various sizes,
types and resources. Each player starts with four provinces and vies
with the other players, the weather, the possibility of revolt or plague
in building an economy and an empire. The goal? To conquer more
than half of the provinces on the PROCONSUL world.

PROCONSUL is a true simulation game. Each player has control
over farmers, artisans and basic workers and can assign them to
various tasks, assign them to another labor category, move them to
other provinces or draft them into the military. The player can manipu-
late the production and distribution of the commodities produced by
the labor units. In a battle not only are the relative sizes of the oppos-
ing forces taken into consideration, but the morale and experience of
each army as well.

PROCONSUL is $1.50 per turn, with turns every three to four
weeks. Cost to enter a PROCONSUL game is $10, which includes a
$4 setup fee, the first four turns, and a copy of the rules. Individual
copies of the rules are available for $1.00, which will be credited to
anyone who then decides to play in a game. Games are starting all the
time and there are no long delays about getting into one.

For further information, or to join a game write to:

NIX OLYMPICA
PROCONSUL
P.O. Box 33306
Phoenix, AZ 85067

Circle 286 on inquiry card.









COMPU

STATIC\ {RAM BOARDS
Now,

$-100 32K (uses 2114)
ASSEMBLED
450ns.  599.00
250ns.  699.95
Bare Board 49.95
Bare Board w/all parts less mem. 99.95

250ns 59995

8-100 18K (uses 2114) KIT (exp. to 32K)

ASSEMBLED 450ns
25005,

27900
450ns  325.00 299.00
250ns 37500 .
Bare Board 49.95

LOGOS I aK

ED
169 95 KIT 450ns
250ns
Bare PC Board w/Data $21 95
Now over 1 year successlul held expernence
“Special Ofter” Buy (4) BK 450ns Kits $117 00

12595
14995

FLOPPY DISK DRIVES

1. VISTA V-80 MINIDISK
FOR TRS-80
* 23% More Storage
Capacity-40 Tracks
# Faster Drive -
Up to 8 Times Faster
2 Drive Cabie Add $29 95
4 Drive Cable Add $39.95
2 VISTA V-200 MINI-FLOPPY SYSTEM
# 204K Byte Capacity & w/CPM, Basic “E"
* One Single Sided,
Doubie Density Drive
# One Double Density
Controller w/Case & P.S
Add to your EXIDY,

HORIZON, etc.
3. VISTA v-1000 FLOPPY DISK SYSTEM
# (2) Shugart 800-R 8" Floppy Disks

# Controller Card. Cable,
Case & P.S.
# CPM & Basic"E".
Instructions & Manual
4. MPI B51-5%", 40 tracks 279
5. Shugart SA400-5", 35nacks .
6. Siemens/GS! FDD100-8 8" .. .’37
7. Shugart 800/801R 8"
8. PERSCI Model 277 Dual..

398.00

V-200
699.00

“19500

EXPANDORAM MEMORY KITS
# Bank Selectable Usgs 41150r 4116
ns.

* Write Protect #* Power 8VDC. £16VDC

* Phantom #* Lowest Cost/B:

Expando 32 Kit(4115) Expando 684 Kit{4116}

8K $17900 16K $248 95

16K $229 00 32K $369 00
24K $299 00 48K 8463 00
32K $349 00 64K $565.00

IMS STATIC RAM BOARDS o,.‘f'
* Memory Mapping  * Low Power &%
+ Phantom * Assembied & tested
Recommended by Aiphamicrosystems
250 ns. 450 ns

$189.00
$399 00
$699 00

8K Static
16K Static

32K Static $799.00

ANADEX PRINTER
Model DP-8000 compact, impact. paraliet or

senal. Sprocket teed, 80 cols,
84 lings/min., bi-directional
New only .. $83500

VERBATIM™ DISKETTES e
*_5%" Minidisketies v“‘c
Softsector, 10 Sector, 16 Sector (0 o

$4.25 Each, 10/39.95 P {(ﬁ

* B"Standard Floppy Disks #
Soft Sector, Hard Sector
$4.50 Each. 10/41.95

*Add 4.95 tor 10 Pack in Deluxe Disk Holder

oV
r=Ag

MOTOROLA EXORCISER COMPATIBLE
9600 MPU Module w/6802 CPU.
9601 16 Slot Mother Board. . 7
9602 Card Cﬁ ﬂw 9" Retma Rack Moum) -
9603 B Slot Mother Board 108
9604 Switchmode Syslem Powev Supply
9610 Utiity Prom(ypmshBo
9616 Quad BK Eprom
9620 16 Channel Parallet |/0 Module
9622 Seral/Parallel I/O Combo ..
9626 8K Static RAM Module
9627 16K Static 450ns .
8630 Card Extender.. .
9640 Multiple Programmab(e Timer’
(24 Timers),
9650 8 Channet Duplex Senal /0
96103 32732 (/0 Module
86702 32 Point Reed Relay Module

8800 BARE BOARDS
$4500 9603-0

5000 96702
Also AMI EVK System in Stock

P.0.BOX 17329

Circle 4 on inquiry card.

TER,

. PPLE/EXIDYIEXPANDO
TRS 80 16K-UPGRADE KIT
16K with Jumpers & Instructions
for either Level | or Leve! It
#« 16K for Apple Il Upgrade . . ..
Special: TRS80 Schermatic. -
Expansion Interface Schematic ..

TRS 80 TO $-100
PET TO $-100 ADAPTER
Allows Pet/TRS 80 to be nterfaced to
popular S-100 Bus.
Pet 10 S-100 Kit

$89.95
8 95

.$18895
$269.95
§275.00
$355.00

KEYBOARD ASCII ENCODED

One time purchase of
NEW Surplus key-
boards. From the Singer

eyboard features 128
Cll characters ina 63
key format, MOS
encoder circuitry "N key
rollover, iighted shaft tock, control, escape and
repeat functions. Lid Qty 83 KEY 859.95

UV ¢“Eprom’’ Eraser
Model UVs-11E $64.95

Hoids 4 Eprom’s at a time|

Backed by 45 years

expenence

Model $-52T...$219.95
Professional Industrial Model

TARBELL FLOPPY INTERFACE
* 280/8080 $100 Compatible w Uses CPM
Assembled for Shugan  SALE $229.00
Assembled Other Drives $2699
it

Bare Board 536 95 (Doc Acd SlO OCI)
Conlloiler
99

Douboe Densvvy st
00
5\5995

wsm
SO Versa Floooy Kit

8D Verua Finppy Assembled $189 a5
Tarbel Cassette 1/0 Kit $11500
Sale # 177103 Floppy Chip $27 95

BYTE USER 8K EPROM BOARD
# Power on Jump #« Reset Jump
Assembled & Tested $94 95
Byteuser Kit 564 95
Bare PC Board 2195
Special Otfer: Buy 4 kits only $59. 95 aach
MR-8 8K w/1K Ram

MR-16 18K w/1K Ram 59950
EPM-1 4K 1702 $59 95
EPM-2 2708 or 2716 Eprom $69 95

Z-80/Z-80A/8080 CPU BOARD
+ On board 2708 * 2708 included (450ns )
# Power on jump # completely socketed
Assembled and tested $185.00

$12995
Bare PC Board $ 3495
# For 4MHz Speed Add $15 00
8080A $ 8995
8080A Assembled $14995

$-100 MOTHERBOARD SPECIAL
8 slot expandable w/9 conn
reg $69.95. . NOW §52.95

TARBELL FLOPPY CONTROLLER
Card assembled and tested for use with Shugart
Drives $ SALE PRICE only $228.00

ACOUSTIC MODEM

NOVATION CAT™ oS

Answer, Qnginate $198.00
ACOUSTIC COUPLER SPECIAL

AJ MODEL A30

SPECIAL PURCHASE

OF SURPLUS UNITS

AVAILABILITY LIMITED  $29.95
DATA BOOKS o COMPUTER BOOKS
1978 1C Master 4985 el MCS 80 Manu

SC TT! 395

NSC Lmu 485
NsC mear App Notes 1) J 95
NSC MMON

Intel Databook
Inte! MCS 85 Manual

T Lingar Contro Data
SALE ¢ OBAORNE BOOKS » GALY

wanwawmaw
@wooDDOD
SERBRRIT

inro ta Micros Vol O
Intro to Micras Vol |

NN
[Epe ey by

Vol 1l Some Real Microprocessors wiEkndes
Vo (1t Same Real Suppart Devices w/nder
Iniro to Mectas Vol It

SALE o DILITHIUM COMPUTER BOOKS & SALE
Understanding Computers
8080Mhcrocompyler Expenments

Beginning BASIC

Baginners Giossary & Guise

Peanut Butter & Jelly Guate 10 Computers
6080 Machine Language Programming
Hame Computers Vol | Mardware

Home Computers Vol Il Sofiware

Starshup Simutator

Irvine, California 92713

°§’«* 1979.C

THE FIRST TO OFFER PRIME PRODUCTS TO THE HOBBYIST
AT FAIR PRICES NOW LOWERS PRICES EVEN FURTHER!

1 Proven Quality Factory tested products only, no re-tests

or fallouts Guaranteed money back. We stand behind our products.

for the serious computer user.
STATIC RAM HEADQUARTERS

MICROPROCESSORS
s18.98
1895

8224 Ceu > Ser
82244 3 anrz

8226 Bus Drive
8126 Bus Lit ver
8228 5,5 Cunie-
sua Sys Cant

sbe Bu o

862 CO
1854 Uart
B DG

a1 00
£ IC 20N

WEY ERF g St
W5k e, O

DYNAMIC RAMS

416 4116 16K 16 Pien Lean
SeL B ARy 8995
3115 8K 16 P €45
4070 AR 2 1 1°8 Pn 424
AOFD AR« 1122 P 495
4076 4R 1 & P 395
2004 4K e 1116 Pinr a5
3027 4K <106 Pin sa5
1193 s
40080 495
5605 "9y
6804 295

6002 50

.2.98

695

250

350
825129 256 x 4 (1S} 350
825130 512 4 4 (0Cr 650
NSC DM7578 32 1 8 295
CHARACTER GEN
251300115V Upper 350
2513.705 151 Lower was
2513 ADMJ V) Loaw R
MCMBS™1 1275
MCMEBST A ‘a5
MCA*ES7a 1250
MCMEBST5 1450
UARTS/USRTS
TR16028 5V 2 135
AYSTO13i5\ “ov 395
AYS1013A 1817, 4y €95
AVS1015A1861 6395
TMS 60T <Y 120 550
IM6802 795
IM§403 895
2450 USAT EES
16718 Astros 2435
SALE TR14T2B ............. 098
BAUD RATE GEN
Mcv.wv
wonm
KEYBOARD !NCODERS
AYS.2ytE v
AYS 160 yis
HDO165 995
74¢922 995
raca23 295
A/D CONVERTERS
40U 8 L By Ty
A7V 01 By, ay

v
DACOH AT

Phone (714) 558-8813

TWX:

124

211403000y
21141,-450ns.

3044 4041 300ns
404474041 450ns.
EMM 42004

EMM 4407
EnMagns

N

AN LN
€504 dngter

147 Low Perga dn S1atc 18 s ea

ATALOG NOW AVAILABLE.

or your copy of the most complete catalog of computer products. A must

SOCKETS

TEXTQOL ZERO
INSERTION FORCE
SOCKETS

16PN S 550 24P 57 A
40P §10 25

CONNECTORS

s

i

| e

Se B

o

LS 100 Lot w32

AT S e e

818 98 each (reg. 43.00)

CNARGE COUPLED DEVICES

S e £yt 460 (GO

i w mm  monden Ouant o lomieds

CTS DIPSWITCHES

$20 g
- CTA63 5145
CTS206+ §175 CTS20610 &' 38
CT5206 7 5178

LIVERMORE BASIC

CRYSTALS
Microprocessor Timebases TV Game

Frequency

VIO

Frequency Prce
o M

DISPLAYS/OPTO/LED'S

Price
H

+ TSEGMENT » CALC » CLOCKS o

0L 7GaICC DL 17 LA 00
FND 48710 3h7 A

FND 500 50 ¢ 101 w00 Hey
END 507 815 1C A
FND 800:803 (CL 1 ALy
FNDHOT B Al b
AN 10n2 500 L
HPSOB, T30 CAL B
Dt But

Bt

y
et 500

MATD0S 12V At Uls h Mool
Buzel ley MANNTY a0 Redt € er
MAI0G2A LED 12 ™ Ciouk Modukt

15.08
95
1095

» HEX nluuvl » ENCODED nlllLAvl .

. 50827340 Red Hoxidec mal 95
HP 50827 )ou Red Nymernc 1P
TIL 306 Namanc wiLigu 835
TIL 308 Number wiLogr: 295
TIL 309 Number w. Loge 895
TIL 311 Heazgecumal 1295
MAN Y& 103 Resl Apha N sner RE1
RIAN 1A 520 R f A g N e, B
* LED's + OPTOISOLATERS +
LEDS Fen Ye & twcer 189 w o no
NMCT ¢ P IR HFE 286 Wy 13
4N2Z5 Prat: XSTR HFE 250 Juv 129
4aN33 Pholo Darungton cis
FPT119BPhOIo ASTR P At or v SALEA.T D
ATTENTION KiM USERS
KIMSAlLespansur o S 10U 12500 KT 16500
KIMSI 1o KIM Connector 575 par
KIM 1 8502 Singie Board Computar 17900
KiM 1 Power Supply 53485
KM Memory Plus_(Lonsiats of 8K Ham
BK2716 Eprom Programmer 1D elr ;245 00
KIM SOFTWARE
 Piease package (Cassettel 12 games 1695
Help EQIOr DACHAGE 11 asette) 1695
Help Mailing List phg (casselter 1585
Help Inty Retrival peg (cassette! 1695
Micrachess icassettet 1639
Microaid Assembly /Osassem Edilor 27N
® Microad Source Litng (cassefiel 2795
® Tiny Basc for KIM (paper tape: 1095
COMPUTER SPECIALS
LIST  sALE
P Prcve: 0“‘ aesy gvioc
»«%v Ogrzer P 262 tasop
Evayw 3un A
‘Dc\e » 16K 1045 50
JCAIE W TR 500
TEVBTI08 1 v 139600
“romemcp 5,811 ER LN
Commodare Per Sesin
Soroc Q0 120 595 00
AOM3A Assem #2900
!_ervvue <43 180 00
Centear oy 385
Currroms 51 [STa

MONTHLY IC SPECIALS

LE 13508 4FET Anioa Mults 8 b bus
ITM*208 So.en Decade Counter 17495
1EM7205" Oscuiator C atrouer 645
ICM™045 Precinion Sto \Warrh Timpe PRELY
ICL7$07 1 - Digel A DL EDn 1395
ICLB21 1 Vollage Reterence 185
LM330 Battery OP Audo Amp 1100
UMIB30 Fiuig Oatec tor 5130
LM 1850 Geuwund Fauit 1€ 1100
LMIB00 Phase Lovk Loop FM Sterea PR
LM1820 AM R, -ag
0853625 Dual Mos Sense amp 250
e 2 ot
2 recthan. g0
22 Pw&a'YSzrnu\ﬂ xo? Lrssanam 3/‘”
d22 ) Proan 95 MCM14505 895
a3l - P 14 r4sa 3199
waea cn 190 74107 6/199
1arh P 754528 8/139
it ? P2 741N-14 10/1 99
5"((’ BT . 14 BSSON 5/199
9! ags Cr 3199
ATTENTION
APPLE Il USERS
Aol a1 31w
TR Upgade Kt e

Flagss, Orsh 1w Tnie
Fleagy Disi It
Fumwary Caro

a0

910-595-1565

Retail Store Open Mon, — Sat.
Located at 1310 “B” E. Edinger,
Santa Ana, CA 92705

OMN BSK ROM
THAT'S AIGHT AN ROM™

QUR PR CE any $9500
NAKED PCBOARD SALE
2.80 CPU 1thaca) 32485
8080A CPU 1495
BK Sta'c AAM (Logosi 2135
TRK Sratc RAM2T1AI 2495
32K Sranc RAM 211ar 4435
¥ 5007 110 Tarbe' 3995

VO Marben, 29 3%
8K Egrnm 27081 2195
1702 Eprom Boara 1K

708 276 Eprom haca 3495
2705 2718 Eprne WHC: 3000
5235

Mot 39

vertor 8807 Proto 1655
veutor B8C) 11 st MB 25 45
ACP Entender w'Conn 1E s
e infertac e (S5ML 2760
Para let Intedace ISSM1I 27 95

anleBo.umWM(.» e

e WMGH 2995
Bt e a1
WAVEFORM
GENERATORS
B Eum o G €95
[ENENRERTNG 248
M a 1%
VLU E et G et 608
FLOPPY DISK /0
o "
Sy
Vi
4295
TV INTERFACES
P Veder asn
TV 1 Valeo atedace 895y
Mo prter 00
MR Mudulaly f B0
ATTENTION
PET USERS

BETS) pel expansion 16 5100
10500 Kit- 160 00
PET Connector Kit Incluges (4)
Connectors 1or memory Aapanicn
JEEE 488 1/0 cassete /O and

oaraliel user por 7 a5met
Veten Buttor

I Anverts 1 S1d Vi 245
Pelura iusi. Bua o1 24195
Combo (Videc 8 Petumal 4944
Boeger (signars lape lad 24 95

ATTN TRS 80 USERS

20 43 Pin Memory Eap Conn

Eec i Penc i cn Qi
CP MIe TRS 0n O vk
i, V30 ¢ asserrest

BMeen Creca g eetiel

TV CHIPS

AO3BEEO R LATE T et gh e
4139830 & Games B W ae

Al Smgments FCM oc UPS  Widers
under $10000 add 5% handing and
postage  Orders over ST0000 add 2 5%
handiing & potiage Mastercharge Bank
americard COD accepted w25 deuost
Caldoraia Residents ad 6% tax Foreign
Orders add 8% handling Al yatts prome
tactory tested guaranteed  Same day
shipment. Acd .35 cents for Dsta.
Fostan prs g Ve O
Foring Al pnemg Lebiect 1 chare
ut ot
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ITHACA AUDIO

THE OEM MARKETPLACE

Assembled and Tested
Added at Ithaca Audio

Field-proven
reliable engineering

Over 15,000 boards worldwide prove Ithaca
Audio provides the quality and reliability you
demand.

Ithaca Audio Boards are fully S-100 com-
patible, featuring gold edge connectors and
plated-through holes. All boards (except the
Protoboard) have fully buffered data and
address lines, DIP switch addressing, solder
mask and parts legend.

e Z-80 CPU Board stiii the most power-
ful 8 bit central processor available. Featuring
power-on-jump, provision for on-board 2708.
Accepts most 8080 software.

A&T 4 mHz $205.00
A&T 2 mHz $175.00
Blank PC  $ 35.00

® Disk Controller Board controls up
to 4 single or double sided drives. Supported
by a host of reliable software packages:
K2 FDOS, Pascal, Basic and complete diag-

nostics.
A&T $175.00
Blank PC $ 35.00

® K2 FDOS Disk software in the DEC
tradition. Includes character oriented text
editor (TED), File Package (PIP), Debugger
(HDT), Assembler (ASMBLE), HEXBIN, 1
COPY, System Generator (SYSGEN) and
more. Command syntax follows Digital's
0S-8/RT-11 format. First in a family of high
level software. Basic and Pascal available
now. Soon-to-be-released Fortran.

K2 Disk

e Video Display Board teatures the
full 128 upper/lower case ASCIl character
set. Easy-to-read 16 line x 64 character
format can be displayed on an inexpensive
video monitor or modified TV set. Inciudes
TTY software. Add our powerful K2 FDOS to
create a versatile operator's console.

A&T
Blank PC

e 8K Static RAM Board High speed
static memory at a reasonable cost per bit.
Includes memory protect/unprotect and
selectable wait states.

A&T 250 ns $195.00
A&T 450 ns  $165.00
Blank PC $ 25.00

® 2708/2716 EPROM Board ngis-
pensable for storing dedicated prograrns and
often used software. Accept up to 16K of
2708's or 32K of 2716's.

A&T (less EPROMs) $ 95.00
Blank PC $ 25.00
2708 EPROMs $ 11.00

Circle 191 on inquiry card.

$ 75.00

$145.00
$ 25.00

The leading manufacturer of blank S-100
boards is adding a new wrinkle—now all their
boards are available assembled and tested.
“This is a natural progression for the com-
pany” according to Mr. James Watson,
President. “Actually we've been supplying
assembled and tested for some time to our
volume customers and OEM's, particularly
those overseas. Our production staff is now
fully up to speed, so just about everything is
available from stock.” The company sched-
uled 6 months to phase in assembled and
tested to allow time to build base inventories,
before offering the boards to the public. “We
feel this is quite important. A lot of companies
have earned themselves a bad name in this
business by announcing products they can't
really deliver. We simply won't do that." Mr.
Watson further explained that ithaca Audio
intends to remain leader in blank boards and
expects to release a minimum of 6 new
designs by August, which witl be offered both
blank and assembled and tested.

Memory Prices

Tumbile
Ithaca Audio first to break
1¢/Byte Barrier

By cutting prices for 32K of RAM to $319
Ithaca Audio becomes the first computer
vendor ever to offer high speed memory for
less than a penny a byte. Commenting on the
announcement, Steve Edelman, Director of
Engineering said “Just a few years ago
people were wishing for a penny a bit, and
even now memory for most large computers
costs about 2¢/byte and that's only in 1
Megabyte chunks.” In fact it's the relative
modest capacity of the 32K board that makes
it so interesting. Users need not buy the full
64K to take advantage of the low price per bit.
Furthermore, the board is available both as a
kit and assembled and tested.

Delivery is stock to two weeks. Pricing is:

® 32K kit $319
® 32K A&T $359
® 64K kit $645

* 64K A&T  $695

8" Disk Drives

Shugart compatible Memorex 550's are in
stock.

Single and doubie density compatible, 330K
bytes capacity with our controtler or use your

own.
Either way $456

Protoboard universal wire-wrap board
for developing custom circuitry. Room for
three regulators. Accepts any size DIP

socket.
Blank PC $ 25.00

Pascal/Z Ready

The first Pascal Compiler for the Z80, and the
fastest Z80 Pascal ever is now ready. Over
one year in development, ithaca Audio was
obviously pleased with the results. “We really
have outperformed them” states Jeff
Moskow, Director of Software Engineering,
beaming over the recently released bench-
marks, in which Pascai/Z averaged better
than five times the speed of a recent P-code
implementation.

“Pseudo-code means a vendor only has to
supply one compiler to lots of people using
lots of different machines, and that makes his
life very easy, but it also means users’ pro-
grams execute significantly slower. There-
fore, we chose to write a native compiter that
delivers fast re-entrant ROMable code, with
no need for an intermediate language and
interpreter. That's where our speed comes
from.” As a matter of fact, Pascal/Z is often
twenty times as fast as UCSD's implementa-
tion and may well be faster than dedicated
Pascal machines such as the recently
announced Western Digital Pascal Micro-
engine.™ Unlike the Microengine, Pascal/Z
does not require any new special CPU
hardware and has the added benefit of com-
patibility with existing Z80 software.

Operational requirements of Pascal/Z are
the Ithaca Audio K2 Operating system and
48K of memory during compiles. The output
is standard Z80 Macrocode which is linked
and run through the Ithaca Audio Macro-
assembler. Binary files may be as small as
2.5K, or even less if the full library is not used.
The compiler, including the Macroassembler,
is available on an 8" K2 floppy disk. Price
including full documentation is $175.00. The
Macroassembler is available separately for
$50.00. Delivery is from stock.

More Software:

For those that don't require the speed of a
compiler like Pascal/Z, ithaca Audio also
offers the convenience of BASIC. BASIC/Z,
an extended version of TDL's Super Basic,
runs in slightly over 12K and is supplied on an
8" K2 disk for $75.00.

SAVE Even More -

When you buy your software as a package

K2 and Pascal/zZ $225
SAVE $25
K2, Pascal/Z and Basic/Z $275
SAVE $50

HOW TO ORDER

Send check or money order. include $2.00 shipping per order
N.Y.S Residents chude tax. ppIng P

for technical assistance call or write to:

ITHACA
AUDIO

P.O. Box 91
Ithaca, New York 14850
Phone: 607/257-0190
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Circle 230 on inquiry card.
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J CALIFORNIA COMPUTER SYSTEMS

18K RAM BOARD. Fully buffered addressable in 4K
blocks. IEEE standard for bank addressing ggéds
PCBD

Kit 450 NSEC o .
PT-1 PROTO BOARD. Over 2,600 holes Ky regu-
Iators All S-100 buss functions labeled, goid fingers.
BD e e enees eesneens $29.85
'r-z PROTO BOARD. Similar to PT-1 except set-
up Bkl)) handle solder tail sockets.
PC

U 7

.’”

FORMERLY CYBERCOM/SOLID STATE MUSIC.
PB-1 2708 & 2716 Programming Board #ith provisions
for 4K or 8K EPROM. No exlernal sufiplies require
textool sockets. Kit .. ... ...$124.95
CB-1 8080 Processor Board 2K of PF\OM 256 BYTE
RAM power on/rest Vector Jump Parallel port with
status  Kit ... $119.00 PCBD 0.95
MB-BB Basic 8KX8 ram uses 2102 type rams, S-100
buss. Kit 450 NSEC........ $139.95 PCBD....... $26.95
MB-7 16KX8, Static RAM uses yP410 Prota%tgioang

fully butfered [ S— $2
MB-8A 2708 EROM Board, S-100, 8KX8X or 16Kx8
kit without PROMS $75.00 ................ PCBD $28.95

MB-9 4KX8 RAM/PROM Board uses 2112 RAMS or
825129 PROM kit without RAMS or PROMS $72.00
10+2 S-100 8 bit paratiet /10 port, % of boards is for
kludging. Kit .........$46.00 PCBD......... $26.95
10-4 Two serial I/O ports with 1ul| handshaking
20/60 ma current loop: Two parallel /0O ports,

Kit $130.00 PCBD.......ccouue. $26.95
VB-18 64 x 16 video board, upper lower case Greek,
composite and parallel video with software, S-100.
Kit. oo $125.00 PCBD.........ccc.c.. $26.95
Altair Compatible Mother Board, 11 x11%2 X V3",
Board only ...... $39.95. With 15 connectors......$94.95
Extended Board full size. Board only
With connector ...........cccoecvivevvenviinenee
8P-1 Synthesizer Board S-100

PCBD... ........... $42.95

(WMCne, WAMECO INC.

FDC-1 FLOPPY CONTROLLER BOARD will drive
shugarnt, pertek, remic 57 & 8” drives up to 8 drives,
on board PROM with r boot up, will operate
wgh CPM (not lncludedg $42.05

FPB-1 Front Panel. IMSAI size, hex displays. Byte,
or instruction single step.

PCBD ... $47.50
MEM-1 8KX8 m'ly buﬁered §-100, uses 2102 tyge
rams.  PCBD

QM-12 MOTHER BOARD, 13 slot, terminated, S~100
board only $34.95
CPU-1 B0BOA Processor board S-100 with 8 level
vector interrupt PCBD $26.95
RTC-1 Realtime clock board. Two lndependont in-

.....................................

'terrupts. Software programmable. PCBD ....... $23.95

EPM-1 1702A 4K Eprom card PCBD ............... $25.95
EPM-2 2708/2716 16K/32K
EPROM CARD PCBD ......cccconimrverimecmrersmasannne $25.95
aM-9 MOTHER BOARD, Short Version of QM-12.
9 Siots PCBD . 0.95
MEM-2 16K x 8 Fully Buffered
2114 Board PCBD $26.85
8080A ... $0.95 5101-8P .....cccoennnnne. $ 840
8212 .. .2.49 2114 (450 NS) low pwr... 7.25
8214 .449 2114 250 NS) low pwr... 7.09
8224 .3.49  2102A-2L .. .1.50
2708 ... ..9.49 2102A-4L .1.20
5101-1P ..........690 4116 ... 80.95

= MIKOS

(415) 592-1800
P.O. Box 424 ¢ San Carlos, California MO‘IO

Please send for IC, Xiator
and Computer parts list

JULY SPECIAL SALE
ON PREPAID ORDERS
{charge cards not includad on this offer}
CCS PROTO BOARDS
PT-t . $27.95 4/$100
PT-2 i $27.95 4/%100

MIKOS PARTS ASSORTMENT ‘
WITH WAMECO AND CYBERCOM PCBDS
MEM-2 with MIKOS #7 16K ram
with L2114 4680 NSEC ... ... ... $235.95
MEM-2 with MIKOS £43 16K ram

with L2114 250 NSEC ....$269.95
MEM-1 with MIKOS #1 450 NSEC 8K
...................... $119.95
CPU-i with MIKOS #2 8080A CPU ... $984.95
MEM-1 with MIKOS #3 250 NSEC 8K
.. $144.95
ou-1z with MIKOS #4 13 stot mother
............. $89.95
R'I'C-i with MIKOS #5 real time clock ........ $54.95
VB-1B with MIKOS #6 video board less
molax CORNBCIONS ..o $99.95
EMP-1 with MIKOS #10 4K 1702 less
BPROMS ... $49.95
EPM-2 with MIKOS #11 16-32K EPROMS
1885 EPROMS ..o $59.95

QM-9 with MIKOS #12 9 siot mother

board ... i $79.95
FPB-1 wnh MIKOS 7Y all parts

for front panel . . .. $134.85
MIKOS PARTS ASSORTMENTS ARE ALL FACTORY PRIME
PARTS. KITS INCLUDE ALL PARTS LISTED AS REQUIRED
mg THE COMPLETE KIT LESS PARTS LISTED. ALL SOCKETS

VISA or MASTERCHARGE. Send account number, interbank
number, expiration date and sign your order, Approx. postage
will be added. Check or money order will be sent post paid in
U.S. If you 8re not a regular customer, please use charge,
cashier's check of postal money order. Otherwise there will
ba & two-week delay for chacks to clear. Callf. residents add
6% tax. Money back 30 day guarantee. We cannot accept re-
tumed IC's that have deen soldered to. Prices subject to
changs without notice. $10 minimum order. $1.50 service charge
on orders less than $10.00

THE COMPLETE PC BOARD HOUSE
EVERYTHING FOR THE S-100 BUSS

* EPM-2 16K or 32K BYTE EPROM

% FPB-1 FRONT PANEL BOARD

Hex Displays, IMSAl Replaceable ...... $54.95 2708 or 2176 interchangeable ........... .$30.00
% FDC-1 FLOPPY DISC CONTROLLER BOARD * QMB-9 9 SLOT MOTHER BOARD

Controls up to 8 DIiSCS oo $45.00 Terminated .......... et $35.00
*k MEM-1A 8K BYTE 2102 RAM Board ....$31.95 ¥ QMB-12 12 SLOT MOTHER BOARD
% MEM-2 16K BYTE 2114 RAM Board ....$31.95 Terminated .......cooooeeeeriene e $40.00
* CPU-1 8080A CPU Board # RTC REALTIME CLOCK

With Vector Interrupt ........cc.ccociecnies -$31.95 Programmable Interrupts ............... .$27.95
% EPM-1 4K BYTE 1702A EPROM ......... $29.95

FUTURE PRODUCTS: 80 CHARACTER VIDEO BOARD,
IO BOARD WITH CASSETTE INTERFACE.

DEALER INQUIRIES INVITED, UNIVERSITY DISCOUNTS AVAILABLE

AT YOUR LOCAL DEALER

wmnl/;
[ /Iﬁc. WAMECO INC. 111 GLENN WAY #8, BELMONT, CA 84002  (415) 592-6141
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Circle 387 on inquiry card.
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J A DB Computer Products

Rockwell AIM-85: The Head-Start THE EXIDY
in Microcomputers SORCERER

A KiM-1 compatible machine with \ B Flexiblit i

h - y is the key. The Sorcerer Computer gives you the flexibility of
on-board printer and a real keyboard! . Jsing ready-to-run, pre-packaged programs or doing your own thing and
375.00 w/1K RAM == 7 | personalizing the programs for yourself. Which ever you choose, the

50.00 w/4K RAM e Sorcerer is the personal computer that speaks your language.
4K assembler/editor in ROM: $ 80.00 Al g The Sorcerer also provides full graphics capablities. Each character,
8K BASIC in ROM: Kormd formed by an 8 x 8 dot cell, can be programmed as a graphic symbol set.
Power supply: High resolution (512 x 240 addressable points) gives a total of 122,880
Case for AIM.-65: f55. ST locations for super animation and extremely tight plotting curves. The

: - i & ’ alphanumeric set gives 64 x 30 characters on the video screen

Special Package Price: $599.00 With16Kofmemory ...................... $1150.00

AIM-65 (4K), Power Supply, Case, and 6K BASIC ROM

TRS-80°APPLE*SORCERER"TRS-80"APPL}

x
£ ATEE SD SYSTEMS JA. DX
£ JADE MEMORY £ $245 2-80 STARTER KIT VIDEO INTERFACE
% EXPANSION KITS For3 .. Based on the powerful 280 CPU, this kitis | S-100 Comoatible Serial Inter-
w — an ideal introd to P! ace with Sockets Included.
g, TRS—80, Apple, & Exidy $8502 = vased single 80ard 1 ithas an on-board and dispiay, | Wit . $117.95
Cl 4116's m P ! 4 plus cassette tape interface and expansion Assembled & Tested  $159.95
h offplay, KIM-1 hardware compa- provisions for two $-100 connectors. This Bare Board w/manual $ 35.00
2 Everything a person nogds to Qf tible, complete documentation. “l;)o«ltz-lll" Board will also program the T T E— |
0 [*] 2716 2K EPROM. =
2 add 16K of memory. Chips & — 39.95
¥ come neatly packaged with 2 SYM—1 CASE $39. KWooooooe o ‘lgn"() Static RAM Board
2 easy to follow directions. In 3 km- Module monit- and Tested, ... $399.85 Kit: 250ne).
] E) 450ns)
& minutes your machine is 32 stored in
& 20“ AOM B tes, User Assembled- (250m) ............ $350.00
S ready for games and more £ N 1 Honvar Wars s JADE
o advanced software. -3 schematic, Hardware PROTO BOARD I]YNM‘IC RAM BOARDS
hl manual, Programming
{ '$82.00 {179 FEE| LIgRAMR. | ot w
E card.an - 3 It
Y . g Keyboard display. B i i oaRa g omodates ail 8 32K VERSION ¢ KITS
2 =] Lses 4115 (BKx 1, 250ns) Dynamic
F 1ddv.08-SH.L.4IYIDHOS.31ddV.08-SHT! $19.95 AM's, can be expanded in BK

ncrements up to 32K

FLOPPY DISK INTERFACE 8K $159.00 24K $249.00
JADE FLOPPY DISK (Tarbell 16K $199.00 32K $299.00

THE PIGGY MAINFRAME

board)

Kit $195.00 4115 SALE

Assembled & Tested  §250 00 8 for $39.95
,,H-l THE PIGGY IS HERE! $.D. Computer Products 64K VERSION « KITS

Jses 4116 (16K x 1, 200ns) Dynamic
VERSA-FLOPPY RAM's, can be expanded in 16K
Kt [RELEincrements up to 64K:

Assembled & Tested $239.00 BIT.SEYZINI] 48K $469.00
32K $369.00 64K $569.00

This sleak new malnframe Is neatly trimmed to hold six $-100
boards, two mini-tloppy drives, and s available in five colors. Power

requirements: 115/220 VAC, 50/60 HZ. Weight: 27 Ibs. (with drives). oA DOE:

Dimensions: 21.375" Wide X 8.4” High X 15.875" Deep. Power Supply: * STATIC RAM

8 voits al 18 Amps unregulated, + 16 voits at 3 amps uregulated, - 16 PARALLEL/SERIAL *
volts at 3 amps unregulated, + 5 volts at 3 amps regulated, + 12 voits at INTERFACE SPEC | ALS

3 amps regulated.
S-100 compatible, 2 sernal 1/0 2114’s, iow power (1024x4)
ports, 1 parallel 1,0, 1-15 16-99 100 +
475.00 Kit JG-P /S $124 95
THE PIGGY (Without Drives). . . . $475. Assemblen & Testes 4s50ns [0.00] ¢.95 [5.50
JG-P/SA $179.95 300ns 9.00| 8.00 | 6.50
Bare Board w/Manuat  § 30.00 TMS4044/MM5257, low power
;381“ 8.00 [ 7.30 [6.30
. ns
Part No. positions 1-¢ DIP SWITCHES Solid Sll/aoledMuslcs 9.95% 1 8.75 18.00
LEEDE X MONITOR BRI N 4200A (4K x1, 200ns)
N SWD-104 4 $1.20 2- Serial & 2- Parallel /O 9.95 | 8.50 |s.00
® 12" Black and White SWD-105 5 $1.24 Ports. $-100 with full hand- . . l .
. SWD-106 6 $1.28 shaking.
® 12MHZ Bal;’dwldthc Swbaor 7 :1.30 :I"I;e.".'i’.lé‘.’ AAAAAAAA :};g.:: 410D (“:;51' 2;)%3,)‘ )
o Handsome Plastic Case LV URIEEEEGECER @ SN Eieedicndriiliily ' . . .
SwD-109 9 $136 Bare Board .. ...... $29.95
$| 39 00 SWD-110 10 $1.38 STATIC RAM
- SD SYSTEMS
Hi-Density Dual-In-Line Plugboard For Wire $BC-100 ADE 8K
VECTOR Wrap With Power & Grd. Bus Epoxy Glass 1/16" An 5-100 single board com- i“s_ 8 050"! $125%
PLUG BOARDS 44 Pin Con Spaced .156 puter. 2-80 CPU with 1024 250n $143.78
8800V 3682 9.6 {4.5 ...................... $10.97 bytes of RAM, 8 to 32K bytes Assembied & T.stcd
Universal/Microcomputer/Processor Plugboard 36822657 %45 $9.81 of PROM, Serial 1/0 port. ;:g:: :}2:.;:
g Kit . 239.95 -
z;rzowa?:s. Complete With Heat Sink & o, Purpose D.I.P. Boards With Bus Pattern | Assembled . ... ... :359_95 Bare Board: $ 25.00
5.3" x 10" x 1/16" For Solder Or Wire Wrap. Epoxy Glass 1/16" 44 16K — Uses 2114°s (low power)
$19.95 Pin Con. Space .156 Assembled & Tested:
36779.6" x 45" ... $10.90 TARBELL RAM 16 (230ns) $375.00
8801-1 3677-26.5"x45. ... $9.74 Cassette Interface 16Km“t‘h“. SOn':‘. $325.00
Same as 8800V Except Plain, Less Power Buses Plugs into your IMSAI or 1 i nage
& Heat Sink. 3690-12 ALTAIR, 4 extra status lines, Assembled & Te (.d
$15.95 Card Extender 37 page manual Included, 4 RAM €5 (250ns) $390.00
gard Extender Has 100 Contacts 50 Per Side | exira control Hnes. U RAM 638 {450ns 330.00
, N .125 centers. Attached Connector is § 22K Stati
P Pattern Plugboards For I.C.'s - o $99.95 c
Epoxy Glass 18" 44 Pin Compatible With S-100 Bus Systems Assembled ... ... $175.00 Assamnbled & Tested:
Connector Space .156 $25.83 Bare Board .. ...... $40.00 2350ns $795.00
3662 6.5" x 45" o $7.65 3690 6.5" 22/4 Pin .158 Centers Manuat........ ... . .. $8.00 430ns $728. 00
3662-29.6" x 8.5, ... ... .. $1145. Extengders. §13.17 230ns Kit $578.
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PLACE ORDERS TOLL FREE:

~

800/421-5809 Continental U.S.
800/262-1710 inside Calltornia

THE BIG Z
THE NEW Z-80
CPU BOARD FROM JADE

Features Include: m S-100 Compatible, available in 2MHz or dMHz
versions. ® On-board 2708, 2716, 2516, or 2532 EPROM can be
addressed on any 1K, 2K, or 4K boundary, with power-on jump to
EPROM. ® On-board EPROM may be used in SHADOW mode,
allowing full 64K RAM to be used.m Automatic MWRITE generation
it front panel is not used. s On-board USART for synchronous or
asynchronous RS232 operation (on-board baud rate generator). s
Reverse-channel capability on USART allows use with buffered
peripherals or devices with “not-ready” signal.
2MHz- Kit: CPU-30200K,21bs .................. $149.95
Assembled and Tested:
CPU-30200A,21bs .................. $199.95

4 MHz- Kit: CPU-30201K, 21bs .. ................ $159.95
Assembled and Tested
CPU-30201A, 2 Ibs . $209.95

KIT: $249.00
Assmb. & Tstd: $299.00

JADE’S
DOUBLE DENSITY

® Single or Double Density
Recording

n Full Size or Mini Floppy

a CP/M Compatible in either
density

8 Programmed Data Transfer,
no DMA

= Controls up to 8 drives

u IBM format in either density
a Software Selectable
Density

» This controler utilizes the proven reliability of the IBM
standard format as well as the lastest phase-locked-loop for
data separation m All clocks are generated from an on-board
crystal osclillator m Right precompensation is used to enhance
data recovery rellability in the double density mode m Density
selection is entirely transparent to the user m Single and double
density diskettes can be mixed on the same system.

FLOPPY DISK CONTROLLERS

MICROPROCESSORS ATTIBOY. . $39.95
...................... $16.95 W9 ... 54998
280 (2MHz2) . ~. $10.95 KEYBOARD CHIPS
ZB0A (4MHz) .. L $14.95 AY5-2376
COP1802CD .. . . s1a. AY5.3600 ... ...
6502 ... ... U, MMST740. . ...
6800 .
6802 ....... .
8003-1 POWER SUPPLIES
S a PSD-249A: For a Single 5 1/4" Disk
8080-A Drive. By Power-One or Alpha Power:
8085 - +/- 5V ot .TA, +/- 12V at 1.1A $52.00
TMS9900TL .

PSD-205A: For Single 8" Disk Drive.
By Power-One. +5V at 1A, -5V at 5A,

.$49.
8080A SUPPORT DEVICES
$2.90

+24V at 15A ... ... ... ..., $89.95
; o) o PSD-206A: For Two 8" Disk Drives.
:g:: (42:::21) """""""" :;gg By Power-One or Alpha Power. +5V
TS at 2.5A, -5V at .5A, +/-24V at
A ... .. $125.00
Rockwell: Aim-65 Powa Suppty
PSX-030A .. .. ... ... ...... $59.95
KIM-1 or SYM-1 Power Supply:
8253 PSX-020A ... ........... $59
8255
8257
8259 . JAD E
8279 CABLE ASSEMBLIES
$2350 i e ... 81095
UARTS 4
AY5-1013A . . . ... ... ..852§ Mini-Disk Cabie Kit: 5 1/4” interface to
AY5-1014A .. . ...... .... .$8.2§ 2 Shugart or compatible drives. Cable
TR1602B . ... .............85.25 is §' long with 34 pin edge connectors
TMS6011 . . ... ....$5.95 WCA-BAITK - oo eneeeranars $34.95
iMe403 . L $9.00
BAUD RATE GENERATORS 8" Disk Cable Kit No. 1: 34
MC1aan1. $1000 | oosombly WCASOIK ... a5
14411 Cryslal .o .....8495 g T TEAEESIR e .

8800 PRODUCT 8" Disk Cable Kit No. 2 50 pin

1P .

gg:ap, o assembly (great for Tarbell disk
6834P controller) WCA-5032K .. .... $38.45
6850P

6852pP Signal Cables: 6 feet long, 34 pin edge
6860P connectors at eachend ..... $24.95
6862p WCA-3421A

6875L .

% DISK DRIVES %

B51 5% 295.00
by Micru Peripherals, Inc. Operates
In eithe: single density (125KB,
unformatted) or double density
(250K B, unformatted) modes, up
to 40 tracks, with a track-to-track
access time of only 5 ms,

SAB01R $575.00

by Shugart Single-sided 8" fioppy
disk drive.

FD8-100 $395.00
GSi/Siemens. Runs cooler and
qQuieter than 801 (8'")

SAL00 $325.00
Single density 5, 35-Track drive.

Cabinet and iy avallable

1791 8O
Dual Density Controller Chip

$49.95

JADE
1SO—BUS
MOTHERBOARDS

Comes in either 6, 12, or 18 slot sizes.
These boards with a special ground
plane assures a silent operation

JADE 6 Slot
Kit ... $49.95
Assembled
Bare Board

JADE 12 Slot
Kit ..o
Assembled
Bare Board

JADE 18 Slot
Kit oo $129.95
Assembled . $149.95
Bare Board $59.95

SYSTEM
FOR TRS—80

Includes disk drive, power supply,
regulator board, and compact case.
The V-80 offers 23% more storage
capacity. Simply take it cut of the box,
plug in the cabie, and it's ready to run.

Requires 16K, Level 1l, expansion
interface.
Signal Cable ..... ... .. $24.95

6880P .$2.
CHARACTER GENERATORS

2513 Upper (1-12:5) .........$6.75
svper 1296 | oI A D IES

416D/4116 (200ns)
2104/4096 . .. .
21078-4 ... ...

2513 Upper (5 volt) .. ....$9.75 m
2513 Lower (5 voll) .. .. $10.95 Co pu ter PdeUCts
MCME6E571 up scan...... ... $10.95 h
MCMG571A down scan ... $10.95 ‘x);:’m:rﬁ%EPQ‘ANS AVENUE (T;:;fe‘;':”m
PROMS .

1702A . . . HAWTHORNE CALIFORNIA 30250 (800) 421-5809 Continental U S
2708 . . 3 USA (800} 262-1710 Inside Calfornia
2716 (5 121 .
2716 (5v) X M
2758 (5v). ... . $30. @ Tl

DYNAMIC RAMS [ ]

Cash, checks, money orders, and credit cards accepted.
Tmsaozriaoss T sa00 Minimum order. $10.00, California residents add 6% sales tax.
Minimum shipping and handling charge: $2.50. Discounts

STATIC RAMS 1—15  16—100 available at OEM quantities.

21L02 (450ns)  $1.50  $1.20

21L02 (250ns)  $1.75  $1.50 WRITE FOR OUR FREE CATALOG
2101-1 $295  $2.60 i ; ; ;
21111 8325 300 All prices subject to change without notice.
211241 $2.95  $2.65

a Two Drives Siemens/

GSI 8” Floppy

= Power Supply for Above
s Jade Double Density

Board (KIT)

s CP/M Operating System

with Basic E

= Package of 10 Blank 8”
Diskettes (Double Density)
m Includes Interface

Cables
Price if Purchased
Separately
$1544.95
Jade Special Package
Deal
$1225.00

M
4 or VERBATIM
FLOPPY DISKS

5% in. Minidiskettes

Softsector. 10 sector, or 16 sector

$4.40 each or
Box of ten for $37.50
8 in. Standard Floppy Disks
$4.75 each or
Box of ten for $35.00

Circle 195 on inquiry card.
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Unclsssilicd Ads

FOR SALE: Digital Group system dual Phi-Decks,
dress cabinets, Hitachi video display, DG keyboard,
34 K programmable memory, iots of software. Will
sell tor $2200. Optionat Selecterm printer, $1475
with  WOPROC. Irv, 14522 Acacia, Tustin CA
92680, (714} 731-4850

FOR SALE Drgital Group system 34 K program
mable memory, dual Phi Decks. lots of software.
Homebrew mamnframe cabinet with front panet All
documentation. This is a reliable system. Worth
$1700, asking $1100. Larry, 3069 Copenhagen,
Riverside CA 92504, {714) 687 6725

FOR SALE: TRS 80, Level 2 BASIC, 16 K. complete
with video momtor, power supply. keyboard, cas
sette unit. Level 1 and 2 manuals, game software, all
in perfect condition, | pay shipping $750 Bruce
Grunewald, 7665 Granada Dr, Flint M1 48504,
(3131 733-1730 dunng business hours

FOR SALE. IMSAI 8080 with 44 K programmabie
memory, 1COM FD-3712 dual drive floppy. Lear
Siegler ADM 3 video display. Centronics 101 A 132
column printer; Natwonal Muitiplex CC7A dignal
cassette recorder; SOLA 1 5 KW constart voltage
transformer. ICOM FDOS 11I'lIl Relocating Assembler,
Text Editor, DEBBI {(MITS Disk BASICI; business
software; more All manuals included All hardware
operating perfectly for 1 5 years. Deswe to sell as
umit A bargamn today for $8000. Ship at my ex-
pense John Berry, 1520 Aberdeen Av, Baton Rouge
LA 70808, 1504) 344 8760

FOR SALE. Heathkit microprocessor course and
tramner computer. Works perfectly Teaches
mucroprocessor design and machine language pro-
gramming. Many expenments in interface circuitry
Check November 1978 BYTE for more information.
First check or money order for $225 gets it and | will
ship 1t anywhere free. John Maurer, 3583 Vernal,
Merced CA 95340.

COMPUTERIZED COMMODITY: and stock market is
my interest 1 have developed three systems and am
interested in exchange with others onented and suc
cessful in this area. E Trachtenberg, POB 407, Little
Neck NY 11363.

WANTED: Catalogs from hardware software dealers
for the Level Il TRS-80. Bob Martin, 911 Buck
ingham, Windsor Ontario, CANADA N8S 2C9

FOR SALE: Free games with purchase of a Micro-
polis 1042 macrofloppy disk dnve system. For
$595 you can have an assembled and tested
package complete with drive, cabinet, power sup-
ply, top-notch system software, blank diskettes and
full documentation, an $835 value. Like new Il
ship UPS. Dawvid or Robert Mason, 503 Timber Ter,
Houston TX 77024, {713) 681 3427

FOR SALE. Four ASR33 Teletypes All are n very
good working order and havz been under continuous
maintenance contract. All four have the DEC paper
tape modification and car be stupped with this
modificatron enabled or disabled. Will sell each for
$400. You ship. F Mitchell POB 86, Due West SC
29639, (803) 379-8816 days

FOR SALE: IMSA] boards 32 K programmable
memory, $650 16 K programmable memory,
$350. 8080 microprocessor a, $100. PIC-8, $80. 1|
have recently purchased a Z-80 and cannot use
these hoards. Must sell; wil accept any reasonable
offer Send SASE for correspondence John Paul
Daley, 7545 S Beloit, Bridgeview IL 60455

July 1979 - BYTE Publications inc

FOR SALE: Computer terminals Portable timeshare
or direct connection terminais Contain 80 column
quiet printer, full ASCll keyboard, bultin modem
and acoustic coupler, dual speed 110 and 300 bps,
R5-232 and 20 mA and DAA interfaces, in a small
suitcase size enclosure. Brand new condition with
guarantee. Send $0.30 SASE for manuals, repnint
and pictures. $849.95 plus shipping. S Stoddard,
12 Kathy Dr, Poquoson VA 23662

FOR SALE: Gotng to schoo!, must sell SwTPC
CT-1024 wideo termenal. Cursor and serial boards, Ti
keyboard, power supply, scrothng, $85 GT 61
graphics Power supply, MP L, PPG J joystick, soft-
ware. $150. PR-40 printer. New head, MP-L. smok
ed cover $250. 4 K memory boards $60
Morrow’s § 100 Wunderbuss mother board with ten
edge connectors. $100. All in sockets and running.
tf phone disconnected, piease wrnite Chip Kroll.
4136 Tennyson, Houston TX 77005, (713)
667 6318

FOR SALE: HP-67 programmable calcutator, ail stan
dard accessories Plus an extra recharger and battery
pack and 100 btank program cards. Compare at
$485 (plus tax) Everything goes rmmediately via
UPS for $365 certtfied check or money order
Michael Craig. 105 E &dward St. Endicott NY
13760.

FOR SALE. Apple computer, 32 K, $750 or trade for
new HP 87 and $200. Send card to Rob Dinnell,
600 Park Av 12A, Capitola CA 95010.

FOR SALE TRS-80, Level It BASIC. expansion inter
tace, 48 K of user programmable memory, duat disk
drives, DOS version 2 1. Editor Assembler, Line
Renumber and 12 disks contaming game and staus
tcal software Qriginal cost, $3000. Current Radio
Shack cost. $2700. Wit sell for $2000 or best of-
fer, 1 pay the freight Joseph Boykin, 1897 N Fourth
St Apt A, Columbus OH 43201

FOR SALE' 4 K programmable memory chips. 16
UPD414D chips from converting my 8 K Exidy
Sorcerer to 32 K Make me an offer. Tom Kreuzer,
310 Pine Av, Canby MN 56220.

FOR SALE. MITS 4 K dynanuc programmable
memory assembled, tested, burned in. Also 2SIO
board (only one port implemented) assembled,
tested, ncluding MITS documentation Best offers
or trades (will accept parts) T Shaw, 5F Nutmeg
Knoli, Cockeysviile MD 21030.

FOR SALE. Two Ithaca Audio 300 ns low power 8 K
programmable memory boards (S 100), $150 each
Electronic  Systems tetevision typewnter board,
stand alone, assembled but never used, $130. First
money order or cashier’s check takes any or all, all
vthers returned. | pay shipping. R Schuchman, 6221
Del Paso, San Diego CA 92120.

FOR SALE- Why buy o kit? Two fully static, 500 ns 8
K programmable memory boards (one SSM MB-6.
one toygos 1} $125 aptece. One IMSAI UCRI cas-
sette board, $30. Henry Kapteyn, 1175 W Baseline
Rd, Claremont CA 91711

FOR SALE: Heath H8 compatible dot matnix printer -

by 7, 80 or 96 column, operates i senal or parallel
mode from 110 to 1200 bps. Made by practical
automation, this umt 1S a3 current production
machine, not a discontinue or surplus. Plenty of
documentation. Its similar to the IPS 745. Make of-
fer. R C Jackson, 201 Mortimer Av, Rutherford NJ
07070, (201) 839-2421.

T —_— - -

NEWUNCTASSIHIED POLICY

Readers whao hawve eguipment, 10tiware 0r other ifems
0 buy sell ur swap should send in a clearly typed notice
0 that effect Tu be cansidersd for pulbhc ation, an sdver
Lsement must be clearly noncommercial 1yped double
spaced on plan white paper. (oniain 75 wards or fess, and
¢ tude complete name and address infurmiation

Those notwees 3re troe of charge and will be printed one
e only on 3 space Ivalabie basis Nuters can be o

bocepted trom andividuals or bana fide computer users clubs
orly  We can engage 1 na correspandence on these and

‘ YU CONfirmaton of PIaemeat 5 3PPeArance A an ssur at
8YTE

‘ Flegse 10te that it may take thrge or Foar munths for an
AU fappedr 0 the magazin, @

WANTED: BYTE magazine issues valume 1, issue 1
thry January 1977 inclusive Also have FOR SALE
May 1977 1ssue Best offer will be contacted M M
Kashani , 9862 La Jolla Farms Rd, La Jolla CA
92037.

FOR SALE: BYTEIssues 1. 2and 3: 5thru 16 (1976
comptete); Vol Il Issues 2 thru 12 (1977 except
January), Vol il Issues 2 thru 4 {1978 February thru
April). Best offer. Jim Taylor, 6720 N 75th St,
Milwaukee WI 53223, (414) 353 1977.

FOR SALE SYM 1 microcomputer brand new, used
ane day, in box with warranty and manuals $200
Jim Riffte, 175 Predra Loop, White Rock NM 87544,
{505) 672 9541

WANTED: Digital Group equipment Needed are one
each of the tollowinyg. Z 80 processor card, TVC 64
TV interface. MB 4 mother board and an JOF
parallel interface card. Wil accept assembled or
unassembled boards in goad condition and in work
ing order with documentation Name your price
Gregory P Cramer, POB 31, APO San Francisco CA
965556

FOR SALE. PDP 8 A equipped with programming
console, options une 4nd two, and 16 K core
memory. ASR33 Everything works. Asking price for
everything $3000. J Woadbury, Sleepy Hollow Rd,
Atkinson NH 03811, (603) 362 4256 after 7 PM.

FOR SALE. Techmco Super System 16. T}
TMSS8900 16 tat processor with RS 232C, erase
able read only memory program, 2 K read only
memory, 2 K programmable memory and 2 K
eraseabte read only memory plus addittonal 32 K
programmable memory Also chassis, power supply,
digital cassette tape drive and software. Factory
assembled and iested Only one year old Asking
$1600 John M Sullivan, 721 E Harding Av, Ap
pleton W1 54811, 1414) 734 3239

FOR SALE. Fully operational ELF Il computer system
with system cabinet und wideoradio frequency
modutator plus program madnuals and 7802 Club
Newsletter $175 and shtipmng cost. Shaji Jacob,
827 Lincoln, Fart Morgan CO 80701

WANTED: TRS 80 Radic Shack computers Any
condition, any quantity. Immediate cash available
Portacom briefcase ASCH printing terminats with in
tegral modem $595. ASR33 Teletypes $495 and
$595. DEC PDP 8'E and all peripherals. Also repaw,
buy and custom design DEC equipment peripherals.
Tom Perera, POB 632, W Caldwell NJ 07006, 12011
226 9185

FOR SALE: Micro Term ACT IVB with 20 mA ] and
printer port uptions. Excellent condition, 500 hours
usc. Includes number pad, tull editing, 80 by 24
display, block send, more. Full documentation
Origmnally $800, sell $800 (I pay shippingt Don
Markuson, 56 Dellwood Av, Chatham NJ 07928,
{201) 635-9615

FOR SALE: HP 67 like new, out of warranty, 100%
operational, includes 120 new magnetc cards, two
solutions manuals, programming pads, two boxes of
paper roll, standard accessones, etc. $500 will ship
UPS in US. Brewer Pedin, 121 Hearthstone Dr #2,
Blacksburg VA 24060. (703) 951 0539.















	Cover

	In the Queue

	Foreground
	GRAPHIC  INPUT OF  WEATHER  DATA
	SOUND OFF
	A MODEL OF THE  BRAIN  FOR  ROBOT CONTROL, Part 2: A Neurological Model
	SONIC ANEMOMETRY  FOR  THE  HOBBYIST
	THE  NATURE  OF  ROBOTS, Part 2:  Simulated Control  System
	QUEST
	MOUSE, A  Language  for  Microcomputers
	SUBROUTINE  PARAMETERS

	Background
	THE  MATHEMATICS OF COMPUTER ART
	CREATIVITY  IN  COMPUTER  MUSIC
	PHOTO  ESSAY: Physical  Hardware of a New Computer Backplane

	Nucleus
	In This BYTE
	Letters

	Editorial, " Computers  and  Eclipses" 
	Programming  Quickies 
	Programming  Quickies 
	Event Queue 
	BYTE's Bugs
	BYTE News

	Clubs and Newsletters

	BYTE's Bits

	Nybbles: Tiny  Pascal  in  Assembly  Language 
	World  Power Systems:  A Report 

	Book Reviews

	Technical  Forum 

	Languages Forum
	What's New?

	Unclassified Ads

	BOMB, Reader Service 

	Back cover



